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Abstract

Cluster analysis is the automated search for homogenous and cohesive groups in
a given data set. Traditional cluster analysis is based on deterministic methods
which use measures between objects and objects and centroids to create well sepa-
rated groups. Despite considerable research, there is little guidance how to handle
practical questions such as how many clusters there are and how to handle outliers
objects. A model-based approach to cluster analysis is presented. As opposed to
the mechanical classi�cation used in deterministic clustering, we regard observa-
tions as outcomes of di¤erent distributions. A �nite mixture model is used, where
each probability distribution corresponds to a cluster. This approach opens up for
new possibilities. The model is capable to handle groups of di¤erent sizes, shapes,
and directions by allowing for di¤erent distributions and parametrization among
clusters. In reality, clusters do seldom appear as well separated. The method han-
dles overlapping groups, by taking into account cluster membership probabilities
in these areas. In many data sets there are objects not suitable for classi�cation.
A special approach of this thesis is to create a deviant cluster of larger variance,
consisting of these outlier objects. Bayesian inference via Gibbs sampling is used to
estimate distribution parameters and proportions between clusters. The method is
tested on simulated and real data sets and shows promising results. Model selection
by an approximation of Bayes factors is applied, with the purpose of selecting the
number of clusters and to decide if a deviant group is to prefer in the model.

Keywords: Clustering, Classi�cation, Mixture distribution, MCMC, Gibbs sam-
pler, BIC, Deviant group
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1 Introduction

Cluster analysis is a grouping of objects on the basis of (dis)similarities between
them. Most clustering, done in practise, is based on traditional deterministic meth-
ods. These methods are developed for situations with homogenous and well sep-
arated groups. One widely used deterministic method involves hierarchical clus-
tering. It starts with as many clusters as there are observations, and the number
of clusters is decreased one by one, at each step. Two groups are merged at each
stage, according to some optimization criteria Commonly used criteria for merging
are cluster measures, such as smallest dissimilarity (single-linkage), average dissim-
ilarity (average linkage), or maximum dissimilarity (complete linkage); see Oh and
Raftery (2003). Another commonly used deterministic method is nonhierarchical
clustering, which is based on iterative relocation. Objects are relocated between a
predetermined number of groups until there is no further improvement according
to some criteria used. All deterministic methods have in common that they use
measures between objects, and objects and centroids, to create well separated and
homogenous clusters. There is a vast literature on traditional deterministic cluster-
ing methods, see for instance Sharma (1996), Jain and Dubes (1988), and Everitt
et al. (2001).

Deterministic clustering is well suited for cohesive and well separated groups, but
it is not constructed for situations with clusters of di¤erent sizes, shapes, direction,
and overlapping clusters. There is little guidance of how to handle practical ques-
tions such as how many clusters data should be divided into, and how to handle
outlier objects. Moreover, these methods are not based on standard principles of
statistical inference. They do not take into consideration measurement error in the
dissimilarities, and they do not provide an assessment of clustering uncertainties
(Oh and Raftery (2003)).

Model-based cluster analysis is another cast of mind developed in recent years.
The idea is to base cluster analysis on a probability model. The population of
interest consists of J di¤erent subpopulations, each with its own distribution. Data
(y1; :::;yn) are viewed as coming from a mixture model according to (1), where each
distribution fj represents a cluster.

f(yi j� ) =
JX
j=1

pjfj(yi
���j;�j ) i = 1; :::; n (1)

The proportions 0 < pj < 1 satisfy
JP
j=1

pj = 1.

The development of cluster analysis in this direction opens for understanding the
true process and origin of clusters, and for suggestions of new and better methods.
One is able to handle groups of di¤erent sizes, shapes, and directions. Various
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geometric properties are obtained through di¤erent parametrization of the distri-
butions, or even completely di¤erent distributions among clusters. Measurement
errors are an inherent part of the model, and outliers can be modeled by adding
a cluster with larger variance. Finite mixture models in the context of clustering
have been studied in Wolfe (1970), Edwards and Cavalli-Sforza (1965), Day (1969),
Scott and Symons (1971), and Binder (1978). In recent years it has been recognized
that model-based clustering can answer practical questions such as how many clus-
ters data should be divided into, which distributions and parametrization to use,
and how to handle outlier objects. McLachlan and Basford (1988), Ban�eld and
Raftery (1993), Cheeseman and Stutz (1995), and Fraley and Raftery (1998) all
have made contributions in the �eld.

Many recent publications have shown promise in a number of practical applications.
Identi�cation of textile �aws from images in Campbell et al. (1997), microarray
images in DNA in Li et al. (2005) and Yeung et al. (2001), setting in social
networks in Schweinberger and Snijders (2003), classi�cation of astronomical data
in Bensmail et al. (1997), separating species in Raftery and Dean (2004), color
image quantization, or clustering of the color space in Murtagh et al. (2001), and
curvilinear clustering for detecting mine�eld and seismic fault in Dasgupta and
Raftery (1998) and Stanford and Raftery (2000).

Bayesian inference is used in this thesis. We are interested in estimating the pa-
rameters �j and �j for each distribution, and the proportions between clusters in
the mixture model (1). According to Bayesian methodology, our prior assumptions
together with a likelihood function from the data, generate the posterior distrib-
ution. Its exact evaluation requires complex integration. One problem with, and
criticism of (non-philosophical), Bayesian mixture estimation is its computational
di¢ culties. Thanks to the availability and development of high-speed computing
in recent years, the use of Bayesian inference has increased. Markov Chain Monte
Carlo (MCMC) methods was introduced in Tanner and Wong (1987) and Gelfand
and Smith (1990) as powerful alternatives to numerical integration (Robert (1994)).
MCMC methods evaluate the posterior by drawing samples from a Markov Chain,
with the true posterior as equilibrium. After a burn-in period, the draws can be
treated as coming from the target distribution. It is suitable in situations where
the joint distribution of the parameters of interest, say p(�; �; �); is di¢ cult to
calculate, but the conditional distributions p(� j�; � ), p(� j�; � ); and p(� j�; � ) are
possible to simulate from. Gibbs sampler is a particular MCMC algorithm working
with conditional states. The Gibbs sampler was �rst introduced in Geman and
Geman (1984) and Tanner and Wong (1987). Each iteration of the Gibbs sampler
cycles through the conditional distributions of all the parameters. In each iteration
step, new parameters are generated, and the conditional distributions are updated
for the next iteration. This iterative procedure makes the process approach the
equilibrium p(�; �; �).

The model-based approach brings advantages in the sense of �exibility in size and
structure between clusters, and the ability to handle overlapping groups. These
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features are used for the special approach of this thesis - a deviant cluster among a
more or less homogenous cluster structure. In many real data sets there are objects
not suitable for classi�cation. These objects are characterized by their discrepancy
from all other objects in the data set. We collect these deviant observations into
one cluster with its own distribution of larger variance than the other clusters. The
deviant cluster can be spread over part of, or the whole sample space.

The papers in this thesis give a detailed explanation of the model-based clustering
approach and its advantages. The mixture model is presented, and an overview of
Bayesian inference is given. Prior and posterior distributions are reviewed. The
Gibbs sampler simulation method is described in detail. An explanation of Bayes
factors, as a model comparison tool, is introduced. We are able to compare models
of di¤erent number of clusters by an approximation of Bayes factors. The existence
of a deviant cluster can also be tested.

The �rst paper in this thesis is of a more technical art. It gives a detailed explana-
tion of the method, the convergence properties, and the statistical terms used. The
method is tested on two simulated data sets with thriving outcome. A Gaussian
mixture model is used to describe data. One deviant cluster of smaller size and
larger variance is successfully distinguished. The second paper is also intended for
readers in the behavioral science �eld. Complicated derivations and formulas are
left out. The method is applied to data on the school performance of 935 children.
It was collected by the Individual Development and Adaption (IDA) program at
the Department of Psychology, Stockholm University. A longitudinal data base has
been created with the purpose of studying individual development process. A se-
lection of seven variables is used in the attempt to �nd a cluster structure among a
group of twelve year old students. We compare models with and without a deviant
cluster, and with di¤erent number of groups. The method manages to separate data
into logical clusters of di¤erent sizes, shapes, and directions and moreover, identify
outlier objects by placing them in a separate cluster. The best model consists of
�ve clusters plus one cluster with �deviant� students. The Bayes factor between
this and the next best model (seven clusters plus one deviant) is 112, which can be
interpreted as very strong evidence for our solution. The results from our solution
are compared with those from clustering by Ward�s method, giving a promising
outcome for our model-based method.
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