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Abstract

In the double samples procedure for web surveys, introduced by Terhanian,
study variables are collected only from the web panel. The problem of obtaining
valid population estimates for these variables, treated by weighting on the propen-
sity score in Terhanian’s work, may be recast in different terms: of imputing values
of the study variables missing in the sample from the general population. Specifi-
cally, multiple imputation is suggested, as it has the advantage of easily obtainable
measures of uncertainty regarding the point estimates—they come as a byproduct
of the multiple imputation procedure.

In this study, some multiple imputation techniques were compared in the dou-
ble samples setting, using artificial populations with known distributions. Amongst
the applied techniques was the propensity score technique for multiple imputation,
enabling implicit comparison with the previously obtained simulation results on the
propensity score weighting. The results indicated that, in the simulated setting, all
the imputation techniques except the propensity score gave nearly unbiased esti-
mates. The accompanying estimators of variance performed as intended, but were
somewhat conservative in some circumstances. Also studied was the performance of
the estimators in the situations when the assumptions pertaining to the propensity
score weighting did not hold.

Introduction

Building on the work of Rosenbaum and Rubin, who introduced the propensity score as a
means for estimating causal effects in observational studies (Rosenbaum and Rubin, 1983,
1984), Terhanian used the propensity score weighting in a situation when double samples
are taken from one and the same population (e.g. Terhanian, Marcus, Bremer, and Smith,
2001). Besides surveying a web panel, Terhanian collected auxiliary information® from

1 Age, sex, etc., but even some attitudinal variables. In general, what in the survey literature are known
as auziliary (or sometimes background) variables are in regression analysis referred to as independent
variables, in the biomedical research as cowvariates, and in the econometric literature as conditioning
variables.



an explicitly drawn sample from the whole population. He used the auxiliary data from
both samples to estimate the propensity scores for being in the web panel, and weighted
the values of the study variables observed only in the panel by stratifying them on this
estimated propensity score. It is worth noting that as the weights do not depend on the
study variables, they may be reused on new surveys of the panel as long as it is believed
that the panel or the population have not changed sufficiently enough to necessitate new
generation of the weights.

In theory, the propensity score weighting produces unbiased estimates. In practice,
it typically removes a significant proportion of bias of the estimates, provided that the
assumptions pertaining to the technique hold. For instance, about 90% of the original
bias was removed in an analytically explored situation (Lorenc, 2003a). The percentage
reduction in bias was there a function of only the number of classes into which the
distribution of the propensity scores was stratified. In a simulation study (Lorenc, 2003b),
with the assumptions holding, the bias reduction was again about 90% across a range of
factors and levels. In practical applications on real data, the technique was also reported
to function well (e.g. Terhanian et al., 2001).

But, the fact that the propensity score weighting produces point estimates with a
residual bias might be unsettling. Furthermore, the suggested estimator of variance of
the adjusted point estimates (Rosenbaum and Rubin, 1984) is approximate, not taking
into account the uncertainty stemming from estimation of the propensity scores by use
of a model instead of exactly knowing the true propensity scores. In the aforementioned
simulation study, whether the approximate variance estimates underestimated the true
variance of the adjusted point estimator or not depended on the covariance structure of
the variables involved: in half of the studied covariance structures, the estimated variance
was on mark or nearly so. But, even when the variance was estimated approximately
correctly, confidence intervals built around these biased point estimates gave confidence
levels constantly below the targeted ones: by a few percent on average for that half of
the covariance structures where the variance estimates were correct, and by more than
50% on average for the other half.

With these concerns, one may be led to consider alternatives. The structure of data
for the double samples procedure is represented in Table 1. Denotation of the variables
is similar to the one commonly met in the survey literature: X denominates multivariate
auxiliary information about the participants (sex, age, etc., obtained from current survey
or external sources like register data), Y denominates the study variables particular to
just the current survey, and Z is an indicator variable. Specifical to the double samples
procedure as applied by Terhanian, X includes behavioural and attitudinal variables. Z
indicates observations collected using the restricted sample, drawn from a subset of the
population (e.g. a sample among all the web users ready to participate in web panels).?
As conceived by Terhanian, the procedure does not require collection of Y variables from
the unrestricted sample, drawn from the whole population?.

Tt may be noted that there is a positive probability of a unit being present in both samples simulta-
neously. In such a case, it appears twice in the data: once among the n units without the y values and
with z = 0, and once among the k£ units with a complete set of observations and with z = 1.

3The unrestricted sample s is in practice often a random-digit-dialing sample, for which the data are
collected through a telephone interview. In general, collection method for s is more expensive than that
for r, the web panel, which justifies the whole setup.



Table 1: Data matrix for the double samples procedure: an unrestricted sample s of n
units drawn with known inclusion probabilities 7 from the whole population
but with data missing on Y, and a restricted sample r of k units drawn with
unknown inclusion probabilities from a subset of the population but having
complete information. Z=1 indicates that a vector of observations (-,x,y) is
collected using the restricted sample r and Z=0 indicates that a vector (m,x,-)
is collected using the unrestricted sample s.

| Observations  Variables: | T | X | e | X, | Y] | e | Y, | Z |
1 T Xl,l R Xp,l — R — 0
2 Ty XLQ R Xp72 — R — 0
n T Xl,n . Xpm — . — 0
n+1 - Xl,nJrl e Xp,nJrl }/1,n+1 e }/q,nJrl 1
n+ 2 — Xl,nJrl e Xp,n+2 Sfl,nJrQ e Y:;,nJrQ 1
n—+ k - Xl,n—l—k e Xp,n-i—k }/l,n—i—k e }/q,n-i—k 1

Another way of looking at the data in Table 1 is of a data matrix with missing
values. Missing are the values for the study variables, Y, for the units in the unrestricted
sample. A way of obtaining an unbiased estimate of the parameter of interest for the
general population would be through imputing the missing Y values. Using a mildly
simplifying assumption that the unrestricted sample is a simple random sample from
the population, an unbiased imputation of the missing values would yield an unbiased
estimate of the population mean for the study variable, the parameter we are seeking to
estimate.

So, there exist reasons to consider imputation as a serious alternative to the propensity
score weighting in the situations requiring double samples:

e propensity score weighting reduces bias but does not remove it completely: in
practice, due to a limited amount of data and a limited number of strata, about
90% of the bias is removed in the most favourable conditions; many of the multiple
imputation techniques are asymptotically unbiased under assumptions no stronger
than those for the propensity score weighting,

e to generate weights, the propensity score technique uses only information in X, so
weights once generated are the same irrespective of which Y variable they are to
be applied to; in imputation, what missing values are imputed is dependent even
on the existing Y values, in addition to the X values, indicating better use of the
available information,

e the propensity score weighting gives an estimate of the variability of the point
estimate only conditional on the model chosen to estimate the propensity scores,
while uncertainty concerning this choice is left out; in contrast, multiple imputation
seems to be of particular use for this specific problem due to its possibility to
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provide information about uncertainty regarding the imputed values and thereby
uncertainty regarding the estimate of the parameter of interest,

e there are no off-the-shelf statistical programs that do the propensity score weighting;
multiple imputation is by now a readily available tool for treatment of missing data
in several statistical packages and dedicated programs and routines?.

In the present study, a simulation is used to demonstrate that indeed multiple im-
putation is a useful alternative to the propensity score weighting in the double samples
situation. The study compares a number of procedures for multiple imputation, among
them the propensity score as a technique for multiple imputation (SAS Institute Inc.,
2001). Using the same population model as in a simulation study of the performance
of the propensity score weighting (Lorenc, 2003b), the present investigation includes an
implicit comparison of the two techniques in the double samples setup. Section 1 gives
the population model and some theoretical background, Section 2 gives methodological
details of the simulation study, while Section 3 presents the results. In Section 4 some
concluding remarks are given.

1 Population model and background theory

1.1 Population model

A multivariate normal distribution served as a model for the population, following the
use of the same kind of model in some related analytical investigations (e.g. Cochran,
1968; Cochran and Rubin, 1973). In at least a number of practical situations it may be
reasonable to consider the normal model as applicable.

The following multivariate normal model was used:

(X17X27Y7 V) ~ N (07 2) 3

where

L piy P13 Py
»_ | P2 L py3 pay _ (1)
P3P 1 py
Pa Pa Pg 1
This model defined a population, while inclusion into the subset was defined through
either Z = Iy x, or Z = Iax(v,0)<x,- The variables in the model were given the following
meanings, not uncommon in the survey literature:

4There are even other alternatives for the double samples setting worth considering. For instance,
GREG estimation, calibration and the use of kernel estimation techniques. These techniques, however,
will not be discussed here.



X1, an auxiliary variable,

X5, another auxiliary variable, also involved in defining
the subset—“the participation variable”,

Y, the study variable,

V', another variable involved in defining the subset.

Two samples drawn using simple random sampling were conceived, an unrestricted
sample from the complete population, denoted by s and of size n, and a restricted sample
from the subset given by Z = 1, denoted by r and of size k.

Each of the variables in the model (1) is by itself a standard normal, so expected
values of their population means are zero. Likewise are expected values of the variables’
means in the unrestricted sample s zero, because s is a simple random sample from the
population.

1.2 Estimation goal

It is desired to estimate correctly, in the double samples setup (c.f. Table 1), the mean,
Y, of the study variable Y in the population.

Using the unadjusted mean in the restricted sample r to estimate the mean of Y in
the whole population yields biased estimates. When p, = 0, conforming to the pair of
assumptions known as “strongly ignorable treatment assignment” (given under the head-
ing “The propensity score approach”, below)’, the means of both the auxiliary variables
and the study variable are biased with respect to their corresponding means in the pop-
ulation: for the auxiliary variables, F, (E) =1~ 0.564, £, (E) = Py X ﬂ*%, and
for the study variable, E, (Y) = py3 X 773, These estimates differ from zero whenever
the correlation coefficients between the participation variable X, and the corresponding
variables are not zero, so in the present study they are biased.

1.3 Theory for the approaches

The two mentioned techniques, the propensity score weighting and multiple imputation,
may be used for correcting the aforementioned bias. Their theoretical background is now
presented in more detail.

1.3.1 The propensity score approach

Terhanian (Terhanian et al., 2001) suggested using the propensity score weighting to
reduce the bias of the estimates obtained using only web panels (i.e., in the present
study, using only the r sample).

The propensity score (Rosenbaum and Rubin, 1983), denoted by e (x), is a function
of the auxiliary variables. It is defined as the conditional probability that a unit with the
properties x is included in the restricted sample r, e (x) = Pr (Z = 1|1X = x).

SWithout this assumption, the mean may be either more biased or less biased, depending on the sign
and magnitude of p 4; the efect of this and some other factors was explored in (Lorenc, 2003b).



Let strongly ignorable treatment assignment (SITA) denote fulfillment of the follow-
ing two conditions: (i) independence of the study variable and the group assignment
conditional on the auxiliary information, (Y L Z)|X, and (ii) a positive probability at
every level of the propensity score for every unit in the population to be assigned to
any of the groups, 0 < e(x) < 1. Then, when the SITA assumptions hold, weighting
of the observed Y values in the restricted sample r by conditioning on the propensity
score yields, in theory, unbiased estimates of the population means of the study variables
(Lorenc, 2003a).

More practically, the technique consists of the following steps:

1. collecting complete data—the auxiliary variables and the study variables—from the
restricted sample (e.g., a web panel) and collecting the auxiliary variables from the
unrestricted sample (e.g., a random sample drawn from the target population),

2. given the whole set of auxiliary information (from the unrestricted and the restricted
samples) but not the sample membership indicator, estimating for each unit the
probability of being a panel member (this magnitude is known as the estimated
propensity score); a common way of estimating this probability is by building a
logistic regression model,

3. estimating the distribution of the propensity score in the target population by con-
sidering the distribution of the estimated propensity score in the unrestricted sample
only; in particular, identifying cutoff points for stratification: usually equidistant
cutoff points are chosen and 5 intervals are used, in which case the cutoff points
would be the 20", 40, 60", and 80" percentile of the estimated propensity score
distribution in the population,

4. classifying the units in the restricted sample (panel) into appropriate strata based
on their individual estimated propensity score values,

5. for each stratum, building a mean of the study variable values of the panelists in that
stratum; then, weighting the strata means appropriately together to produce the
final, adjusted estimate for that study variable; in the case of equidistant intervals
the weighting amounts to calculating the arithmetic mean of the strata means.

Justification for the procedure and its details were given in (Lorenc, 2003a).

The identified shortcomings of the propensity score weighting, discussed above, in-
clude: (a) it might leave a residual bias, presumably in practical applications of the order
of 10% of the original bias or more, provided the assumptions pertaining to the technique
hold, and (b) it is difficult to produce confidence intervals for the point estimates that
would have a desired, predetermined confidence level.

1.3.2 The multiple imputation approach

Values of the study variables for the unrestricted sample s—the questions that in fact
by design were not posed to the respondents in that sample—may be even viewed as
missing values. Then, if they could be perfectly imputed (replaced by correct values), the
situation would have been the standard one from the usual sampling theory: with simple



random sampling, the s sample’s mean would be the estimate of the population mean,
and the only uncertainty—that stemming from taking a sample instead of performing
a census—would be estimated based on the variance of the Y values in the s sample.
Unfortunately, the missing values cannot be imputed exactly.

Prior to introduction of the multiple imputation procedure, imputations resulted in
a single value being imputed, not reflecting the degree of uncertainty regarding appro-
priateness of the imputed value. In the multiple imputation approach (Rubin, 1987),
imputation for a single missing value is performed several times using a model that in-
cludes stochastic elements, creating each time a quasi-complete data set. While none of
the imputed values by itself purports to represent what just ¢ unit’s y; value would be,
taken together the imputed values both represent an estimate of the missing value and
reflect the uncertainty regarding this estimate. Thus, the values imputed to a sample as
a whole allow for building a sample point estimate and also an estimate of its variance.
In a second step, a generalization is made from this sample to the population as a whole,
which is straightforward with for instance simple random sampling.

Let the imputation of missing Y values in a data set with ¢ = 1,2,...,n units be
performed j = 1,2,...,m times. If the ¢ unit’s Y value, y;, was observed, then it is
left unchanged; if it is missing, a value, y;;, according to a model is set in place of the
missing value, where y;; may differ from the next imputation, Yij+1)- Each round of
imputations yields a quasi-complete data set, for which two statistics may be calculated:

a point estimate for that data set, y; = % Yoy y;;» and a corresponding variance estimate,

Crk [ =k n * Sk 2

4 (yj) = n(nl—l) Zi;l (yij - yj) : . '
After all the m imputation rounds have been performed, assuming that the n units

were drawn by a simple random sampling procedure, the population point estimator can

be calculated,

s 2l
Yur=y = #7 (2)

and the estimator of variance for this estimator,

v (Far) = 22 (155 3)

m

where B is the between-sets variance of the point estimator,

S (- )

m
In words, the variance comprises of two components, the first being the mean of the
individual data sets’ point estimate variances, and the other a slightly inflated between-

sets variance of the point estimates. Theoretical underpinning for the technique was given
by Rubin (1987).

B =

2 Method

The study was performed as an experiment with a number of factors, with the primary aim
to investigate the bias reducing performance of multiple imputation in a double samples
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Table 2: Denotations for the covariance structures used in the study.

Covariance structure | p;5 | p13 | Pos
1 low | low | low
low | low | high
low | high | low
high | low | low
low | high | high
high | low | high
high | high | low
high | high | high

0 O U i W N

setup, varying the relevant conditions. Several multiple imputation procedures were
included, amongst them the propensity score, enabling comparison of the two alternative
adjustment approaches.

In order to verify that the results regarding the propensity score imputation would
agree with the ones from an earlier simulation regarding the propensity score weighting
(Lorenc, 2003b), some of the factors pertaining to that study were applied here. These
concerned in part the inner workings of the propensity scores technique (e.g. sample
sizes, ratio of the sample sizes), and in part breakage of the assumptions supporting the
propensity scores technique.

2.1 Factors

A brief motivation for inclusion of the factors follows.

2.1.1 Covariance structure

A bias in estimators arises in general due to correlation between the study variables and
the variables causing the unwelcome event (for instance, nonresponse). Indeed, with non-
response independent with the study variable, the data observed on the respondents are
perfectly valid for a point estimate. Correspondingly, all the adjustment methods attempt
to use the correlation of the relevant variables to correct for the bias. Thus, correlation
of the variables relevant for the situation at hand is a factor of great importance for per-
formance of the adjustment techniques. Furthermore, in real situations, the covariance
structure is not known (had it been known, no survey would have been needed!), but is
assumed instead to be such and such. The effect of eventual misspecifications may be of
interest.

The covariance matrix in (1), setting V' aside for the moment, produces 8 different
models when each of p,5, pi3, and pog is held on one of the two positive levels, “high” and
“low”. Varying the covariance structure in this way gave the opportunity to investigate
the efficiency of the multiple imputation techniques under the “high” and “low” levels of
correlation between each of the covariates and the response (Table 2).

As this reduced, 3 x 3, covariance matrix needs to be positive definite, a pair of the
lowest and the highest values of the three p’s that in all the 8 combinations produced



a positive definite matrix was by trial and error determined to be p.,,, = .22 and
P...high = 18

2.1.2 Sample size

Sample size of about 1100 is by tradition used in surveys if an estimate of a population
proportion is to be given with a 3 percent bound of error with a 95% confidence. With
increased uncertainties due to imputation, it was hypothesized that samples of that size
perhaps would not suffice for achieving sufficiently precise results. So, this factor had two
levels, 14, = 1000 and 744, = 5000, where the latter level, by comparison, would result
in a 1.4 percent bound of error.

2.1.3 Ratio of the sample sizes

It is reasonable to assume that the two samples, the unrestricted and the restricted one,
will not be of the same size in practice, for instance that one of them was originally
drawn and the values recorded for a different purpose. While, in general, more data
ought to improve precision of the estimates, in some circumstances ratio of the sample
sizes might be of influence. This factor is thus included in the experiment, using three
levels (unrestricted sample’s size is in the denominator): 1/2, 2/2, and 3/2.

2.1.4 Multiple imputation methods

Five methods of multiple imputation were used, that is, all those existing in an exper-
imental version of PROC MI included in SAS 8.2 (the latest version of SAS available
at the time of performing the present study): expectation maximization (EM), Markov
Chain Monte Carlo (MCMC) with initial mean and covariance estimates obtained by EM,
MCMC with initial mean and covariance estimates obtained by bootstrapping, regres-
sion, and propensity score. (For the details concerning application of these techniques to
multiple imputation c.f. SAS Institute Inc., 2001).

2.1.5 SITA violation #1

When p, = 0, the SITA assumption of the conditional independence (Y L Z)|X holds.
In other cases, it is violated. The impact of setting p, to a particular value different
from zero on the performance of the multiple imputation adjustment was explored in the
experiment. In order not to inflate the number of factors, V'’s correlation with the other
variables, p ,, was the same across the variables within a condition. The value of p, was
set to —.175 in order to ensure comparability with the corresponding level in (Lorenc,
2003Db).

For this factor, consisting of two levels, the reference “SITA violation #1” is used in
what follows.

2.1.6 Inclusion of all relevant variables

Efficiency of the adjustment methods is contingent on inclusion of all relevant information
among the observed data. In the propensity score approach for instance, this requirement
is expressed through the assumption (Y L 7) |X, effectively stating that all information
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regarding sample inclusion indicator Z ought to have been gathered into the auxiliary
variables X.

This factor was a variant of “SITA violation #1”, the difference being somewhat a
conceptual one: here, a variable existed that we ought to have observed but failed to do
so while, in the previous case ((Y£Z) | X, where Z denotes dependence), the nature of
the phenomenon was such that Y and Z were tangled and could not be untangled by
conditioning.

In real conditions, the requirement is difficult to verify and presumably not strictly
fulfilled. Whether it is of higher importance to measure “the background information”
variable X, or “the participation” variable X5, or both, is investigated by varying this
factor.

2.1.7 SITA violation #2

When assignment to the subset is set by Z = Iy xs, the SITA assumption 0 < e (x) < 1
holds. In that case, e (x) = ® (x3), the cumulative distribution function of the standard
normal variable X, which is never strictly 0. But, setting, for instance, Z = Ir,ax(v,0)< x>
violates the above assumption—in words, units with x5 less than 0 have no chance of
appearing in the restricted sample r, and vice versa.

It may be shown that, in the case Z = I ax(v,0)<x, Which violates the SITA assump-
tion, the regression line of F (Y |X3) is in the present model nevertheless the same for
both samples. Thus, the regression techniques are expected not to be affected by this
violation but the propensity score technique is expected to be affected.

For this factor, consisting of two levels, the reference “SITA violation #2” is used
below.

2.2 Summary of the studied factors

The following factors were thus included in the study:

1. Covariance structure [denoted COVSTR in the Tables and Figures]: 8 levels (the 8
models presented in Table 2),

2. Sample sizes [SSIZE]: 2 levels (“low”, nye, = 1000, and “high”, npe, = 5000, for s
sample),

3. Ratio of k, the size of the sample r, to n, the size of the sample s [KNRATIO|: 3 levels
(1/2, 2/2, and 3/2, giving the restricted sample’s sizes ki, = {500, 1000, 1500}
for the “ssizZE low” condition and ky;,, = {2500, 5000, 7500} for the “sSizE high”
condition ),

4. Observed variables [0OBSERVED]: 3 levels (only X1 observed, only X2 observed,
both X1 and X2 observed),

5. Method of multiple imputation [METHOD]: 5 levels (EM, MCMC/EM, MCMC/BOOT,
REG, and PROP),

6. SITA violation #1 [siTAvVIOl]: 2 levels (“N”, p,,, =0, and “Y”, p, .. = —.175),
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7. SITA violation #2 [s1TAVIO2]: 2 levels (“N”, Vi : 0 < e(x;) < 1, and “Y”, Ji :
e(x;) =0).

2.3 Procedure

For each combination of the levels of the all the factors except METHOD and OBSERVED,
b = 1000 independent trials were run®, where a trial consisted of generating a simulated
population given in (1) of size N = 50000 with the required properties, taking an un-
restricted sample s and a restricted sample r, performing the multiple imputations, and
calculating the required statistics (given below under this same heading) from them.

As comparison of the multiple imputation techniques and of the effects of observ-
ing differing amount of information were of interest, the required statistics for the levels
of the factors METHOD and OBSERVED were calculated on the same sets of data. To
each pair of drawn samples, the five methods of multiple imputation were applied (i.e.
the METHOD factor), and, within each method, multiple imputation was performed for
the partial variable observation (only X;—the background variable, only Xy,—the par-
ticipation variable) and the complete variable observation (both X; and X3) (i.e. the
OBSERVED factor). Based on the multiple imputations, a point estimate and an estimate
of its variance were calculated using the expressions in (2) and (3).

Number of imputations of Y values into the unrestricted sample was set to always
give 50000 imputed observations, the size of the population, and was thus m = 50 for
Now and m = 10 for npgp,.

The experimental PROC MI of SAS 8.2 was used throughout. For the propensity score
imputation technique, the default number of strata, L = 5, was used.

For each of the draws, two statistics were recorded:

1. bias of the point estimate, the difference between the estimator and the estimand

(i.e. Yy — Y, where Y is the population mean of Y in the current population),
and

2. whether the estimand was within the nominal 95% confidence interval computed
using the estimated variance in (3), that is

CI =Y 1 £1.964/V (?MI).

These two statistics enabled derivation of two summary statistics for each combination
of the experimental levels:

e mean bias across the b trials (MeanBias in the reported Figures and Tables), and

6Tt took about two and a half days for an average computer at our department to perform the 1000
runs at one such combination of the levels. Of the 192 combinations, 96 were actually run, cutting out
the levels KNRATIO=2/2 and KNRATIO=3/2 after the first round of simulations, as explained below.

As each run consisted of doing the multiple imputation 15 times (5 METHOD levels X 3 OBSERVED
levels), it took on average a quarter of a minute for a single multiple imputation. The MCMC techniques
were though much more time consuming than the other ones.

11



e empirical confidence level: proportion of confidence interval “hits”—the mean of
the statistics in item 2 above across the b trials (Clevel).

When percentage reduction in bias for the summary statistic MeanBias is presented,
it was calculated using

‘%Z?:l 0y —@‘
0, —9‘

prb (9{.}> =100 | 1—

where @{.}, @T, and 0 are the estimator adjusted using the technique and under the circum-
stances {-}, the unadjusted estimator (based on the r sample only), and the estimand,
respectively. Thus, prb was calculated from the summary data, and not for each generated
population separately.

The statistics MeanBias and Clevel are reported as results in the next section.

3 Results

The results of the simulation are presented in tabular and graphical form. The main table’
of results consists of percentages reduction in bias and empirical confidence levels of the
multiple imputation adjusted (MI-adjusted, for short) estimator under conformance and
the deviations from the assumptions. Second-order interaction plots of the studied factors
are added with the aim to give the reader an impression about the individual contributions
of the studied factors on the simulation statistics, as well as about the contributions of
their interactions. Two additional kinds of tables, containing more detailed information,
also exist: ANOVA tables for each of the summary statistics, up to second order effects,
and tables of means of the first and second order effects, across all the levels partaking
in the current analysis. These tables—too large and detailed to constitute a part of the
text—are given in the Appendix.

Amongst the factors that showed to have a dominating effect on the observed simula-
tion statistics were those related to violations of the assumptions for the propensity score
technique. In order to give a clear picture of the contributions of all the factors investi-
gated, first presented is the case where all the assumptions held. Investigated there were
the effects of covariance structure, sample size, ratio of the samples’ sizes and method of
imputation. Then, keeping constant a factor of lesser significance (KNRATIO), the three
deviations from the perfect situation were introduced.

There are 8 cases all in all (including the one where all the assumptions held), as the
Table 3 illustrates. The results are presented in this order.

Within cases, the results are presented first for the point estimation (i.e., the simu-
lation statistics MeanBias), followed by those regarding confidence levels for the point
estimation (i.e., the statistics Clevel).

"Table 4 on p. 16.
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Table 3: The eight cases of assumption violations.

Case | Only X; observed | p, # 0 | Z = Inax(v,0)< x»
0 no no no
1 yes no no
2 no yes no
3 no no yes
4 yes yes no
) yes no yes
6 no yes yes
7 yes yes yes

3.1 Case 0: All the assumptions held

In the situation where all the assumptions held and the complete information was ob-
served, the factor with the dominating effect was METHOD: the impact of a sole impu-
tation technique, the propensity score, overrode all the other effects for both MeanBias
and Clevel (Figures 1 and 2). In order not to obscure the effects of the other factors, the
analysis was split into two: the main analysis was performed without the METHOD=PROP
level, while separately the performance of the propensity score as a technique for multiple
imputation was compared to that of the propensity score weighting (p. 27).

With the propensity score excluded, the multiple imputation corrected practically all
of the bias due to observation of the Y values only in the restricted sample r. For none of
the factors and levels conforming to the SITA assumptions was MeanBias larger than .002
(Figure 3), giving a reduction in bias of at least 98.5% for any particular combination of
the levels. Across all the levels, the mean percent reduction in bias was 99.8%. Likewise,
all the confidence intervals were on at least the nominal 95% level (Figure 4), more than
half of them though somewhat conservative, actually achieving a 98 — 99% confidence
level.

Because the factor METHOD, with the propensity score technique excluded, showed
no impact in the ANOVA decompositions for the simulation statistics (Tables I and II in
the Appendix), the results were in the following taken across all the four remaining levels
of this factor.

The other factors did have a significant impact in the analysis of variance of both sim-
ulation statistics, MeanBias and Clevel . Except for COVSTR, their effects were straight-
forward.

For MeanBias, increase of $S1ZE decreased the bias of the MI-adjusted point estimator,
and the increase of KNRATIO decreased the bias of the estimator (Figure 3). When
evaluating the effect of COVSTR, it ought to be recalled that the 8 covariance structures
had two levels of the original bias. This bias was a function of p,5, the correlation between
the participation variable and the study variable, which itself had two levels, py3 ., = .22

and pg3 ;. = 78, giving the bias (g3 X 72) of either .124 or .440. The results indicate
that percentage reduction in bias with MI-adjustment was very good (Table 4), but was
somewhat lower for the structures with low pyy (i.e. 1, 3, 4, and 7), 99.7% on average,
than for those with high py,, 99.9% on average.

With respect to the statistic Clevel, the factors had the following effect. Increase in
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Figure 1: Case 0, interaction plot for MeanBias, with METHOD=PROP included.

(Identification of COVSTR levels given in the text.)
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Table 4: The unadjusted estimators Y, (the means across all drawn populations), and

the adjusted estimators Y j,; . with their corresponding percentages reduction in
bias (prb) and empirical confidence levels of the nominal 95 percent confidence
intervals (Clevel) for the 8 treated cases and, within each, for the 8 covariance
structures across all the levels not defining a case.

Note: the table was set up the way that would enable an easy visual comparison with the
corresponding results in (Lorenc, 2003b), which had to accomodate an additional level of
SITAVIO1, p, = .175. The results of the neutral case (no assumption violations) are in
the latter table placed approximately in its middle, just below the two compononet tables
regarding only SITAVIO2 (i.e., with the indices 3 and 5). Here, the table starts with these
two compononet tables. Also, what are here denoted as Cases 2, 4, 6, and 7 are in the other
table more correctly denoted as Cases —2, —4, —6, and —7 as they refer to a negative p 4.

COVSTR | p1a P13 pos | Yr 1_/M]73 prb  Clevel YMLS prb  Clevel
1 220 .22 .22 1 .200 .001 100 .966 .120 40  .252
2 22 .22 78 | .708 .000 100 .964 511 28 0
3 22 .78 .22 1 .200 001 99 .961 .034 83  .768
4 78 .22 .22 .200 | —.001 100  .960 .049 75 782
5 22 78 78 | .708 .000 100 .963 424 40 0
6 78 .22 .78 | .708 .000 100 .958 .608 14 0
7 78 .78 .22 1 .200 .000 100  .956 —-389 —-95 0
8 78 718 .78 | 708 .000 100 .961 172 76 .054
COVSTR | p1a P13 pas | Yr ?MI,O prb  Clevel Y]\/[I,l prb  Clevel
1 22 22 22| .124 .000 100 .988 .099 20 .342
2 22 .22 .78 | .440 .000 100  .982 .419 5 0
3 22 78 22| .124 .000 100 .983 .028 78  .838
4 78 22 22| .124 001 99 988 .035 71 .878
5 22 .78 .78 | .440 .000 100 .951 .347 21 0
6 78 .22 .78 | .440 .001 100 .950 424 4 0
7 78 T8 .22 | 124 .000 100 .949 —-.272 —119 0
8 718 .78 .78 | .440 .000 100 .979 121 73 107
COVSTR | p1a P13 Pos | Yr YMLQ prb  Clevel | Yyra prb Clevel
1 22 .22 .22 ] .206 104 49 .390 171 17 0.092
2 22 22 78 | 497 030 94 838 648 —30 0
3 22 .78 22| .206 069 66 .609 .049 76 0.594
4 78 .22 .22 ] .206 112 46 .361 .097 53  0.493
5 22 78 78 | 497 | —.004 99  .637 .526 —6 0
6 78 .22 .78 | 497 048 90  .525 852 71 0
7 18 718 .22 | .206 089 57  .286 —.515 —150 0
8 78 .78 .78 | 497 025 95  .859 .241 52 0
COVSTR | p12 P13 P23 Y, YMM; prb  Clevel YMIJ prb  Clevel
1 22 .22 22 .245 080 67  .651 .200 18 .022
2 22 22 78 |.719 022 97 903 .694 4 0
3 22 .78 .22 | .245 055 78  .760 .058 77 .490
4 78 .22 22| .245 .08 65  .626 132 46 .300
5 22 .78 78 | 719 | —.002 100 .749 .551 23 0
6 718 22 78 | .719 038 95 621 912 =27 0
7 78 78 .22 | .245 069 T2 477 —.523 -—114 0
8 18 78 78 | .719 020 97 910 257 64 0
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SS1ZE moved the empirical confidence level somewhat towards the nominal one: from .974
to .969, while increase in KNRATIO moved the empirical confidence level away from the
nominal one: from .964 to .974 to .975 (Figure 4). There was a significant interaction
between the factors (Table II in the Appendix). The structures in COVSTR fell into two
groups with respect to Clevel: a smaller one (the structures 5, 6, and 7) with the nominal
confidence level practically coinciding with the empirical one, 95%, and a larger one with
the nominal confidence level too conservative with respect to the empirical one, 98 —99%.
The three covariance structures in the former group are characterised by having exactly
two of the three correlation coefficients (p;s, P13, Po3) high®.

The length of the simulations necessitated that one of the factors be held at a con-
stant level. The factor chosen for this was KNRATIO, with its worst performing level
kept. Regarding the choice of the factor, both COVSTR and SSIZE seemed indispensable;
regarding the choice of the level, its implication was that the actual results could not
be worse than those reported, seen in the frame of reference of the originally conceived
experiment. Missing though will still be the interactions between the levels of the factor
KNRATIO and of those of the other factors. At the level KNRATIO=1/3, the MI-adjusted
point estimator did have a residual bias (about .0009 across all the levels), and it is
from this point of departure that the rest of the analysis was performed. In practical
applications the situation is probably much worse than this.

The results reported thus far were obtained using complete information, that is, both
X7 and X, were available for the multiple imputation procedures. Availability of only
Xy (i.e. exclusion of X;) does not represent a violation of the studied assumptions as
X; L V when p, = 0 (which was the case thus far), why even (Y L Z)|X, instead of
(Y L Z)|X holds. In continuing the analysis for Case 0 (no assumption violations), the
factor OBSERVED replaced the previous KNRATIO.

The factor OBSERVED interacted with the factor COVSTR in the following way. A
change from observing only X, to observing both auxiliary variables influenced MeanBias
(Figure 5) of four of the covariance structures (5-8), converging it towards the common
value—which, it may be recalled, is about .0009 at the current level of KNRATIO. A
change from observing only X5 to observing both X; and X5 took also the Clevel (Figure
6) of three of these four covariance structures—all but number 8— from the common
one of .97 to the nominal .95. For the other covariance structures, neither MeanBias nor
Clevel were affected by the factor OBSERVED. And, the other interactions of this factor
seem to be just the consequence of its aforementioned interactions with COVSTR.

3.2 Case 1: Participation variable not observed

Next in the analysis, also the level of observing only X; was included. Observing only X,
amounts to observing incomplete information: the participation variable X, is required
instead in order to ‘explain’ Z. It might be recalled that the original bias was due to
the correlation p,; between the participation variable and the study variable. So, insofar

8These three matrices are close to singular, with the consequence that three of the four variables
practically determine the remaining one. I am grateful to Daniel Thorburn for pointing this out.
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Figure 5: Case 0, interaction plot for MeanBias—the factor KNRATIO replaced by OB-
SERVED. (Identification of COVSTR levels given in the text.)
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Figure 6: Case 0, interaction plot for Clevel—the factor KNRATIO replaced by OB-
SERVED. (Identification of COVSTR levels given in the text.)
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Figure 7: Case 1, interaction plot for MeanBias. (Identification of COVSTR levels given
in the text.)

as the observed X; and X5 or X; and Y would be correlated, it might be expected that
observation of X; would help in correcting the bias of the unadjusted estimator Y.

Observing only X; (i.e. OBSERVED=X1) had a large effect on both the point esti-
mator (Figure 7) and on its estimated nominal 95% confidence level derived from the
point estimate and its estimated variance (Figure 8). For the point estimator, the dom-
inating effects in the ANOVA decomposition (Table VII in the Appendix) were those of
OBSERVED and COVSTR, as well as of their interaction. It is notable that neither SSIZE
nor METHOD had a significant effect.

When the original bias of Y, as the estimator of Y was high, observing an auxiliary
variable highly correlated with only either X5 or Y contributed little to the bias reducing
power of tile MI-adjusted estimate (rows 2, 5, and 6 vs. row 8 corresponding to the
estimator Y w11 in Table 4). Both correlations needed to be strong in order to achieve
a larger—here 73%—reduction in bias. When the original bias was low, it took exactly
one of the correlations of the observed X; with X5 or Y to be high to achieve this same
level of reduction in bias (row 1 vs. rows 3 and 4 corresponding to the estimator Yy 11
of Table 4). That both were high though became detrimental to the efficiency of the
adjustment, by overadjusting in the negative direction thus doubling the original bias
(row 7 corresponding to the estimator YMM of Table 4). An analogous effect when
observing only X; was noticed in the related simulation study of the efficiency of the
propensity score weighting (Lorenc, 2003b).
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It can be also noted, from Figure 7, that under the studied conditions and other things
being equal, it was by far more important to observe an auxiliary variable strongly related
to participation (here, X5) than an auxiliary variable not strongly related to participation
(here, Xj).

Performance of Clevel, with only X; observed, followed the performance of MeanBias
in the same situation. The covariance structures for which the point adjustment had
little or no effect (or an adverse effect) were also completely off the mark with respect to
the calculated confidence intervals (the structures 2 and 5-7) or much below the targeted
95% level (the structures 8 and 1). The empirical Clevel of the adjusted estimator was
for the remaining two covariance structures (3 and 4) closer to but still below the nominal
level. All the first order effects but METHOD had a highly significant contribution in the
ANOVA decomposition (Table VIII in the Appendix).

3.3 Case 2: Y and Z correlated after all relevant information observed
(SITA violation #1)

The dependence between the study variable Y and the indicator of the subset membership
7 that remains after conditioning their joint distribution on the auxiliary information,
symbolically represented with (Y £Z) | X, violates one of the assumptions of SITA. In
such a situation, in words, there exists information in the subset membership Z about
Y that is not available for adjustment. This factor, named SITAVIO1, was now added
to the 4 previously analysed ones: COVSTR, SSIZE, METHOD, and OBSERVED (excluding
OBSERVED=X1).
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Figure 9: Case 2, interaction plot for MeanBias. (Identification of COVSTR levels given
in the text.)

A change in the covariance structure from a p, = 0 to a negative p, moved the MI-
adjusted point estimates in the positive direction, thereby increasing MeanBias. (Figure
9) and decreasing Clevel (Figure 10). The effect on both statistics was differential with
respect to the covariance structures, that is, the original bias depending on p,4. For
the point estimate, the largest effect in terms of both MeanBias and prb was on the
structure number 4 (whose prb was practically annulled, being reduced to only 10%),
and then, in the descending order of any of the two statistics, 1, 7, 3, 6, 2, 8, and 5.
The structures with the high original bias, that is, those with high correlation between
the participation variable and the study variable (2, 5, 6, and 8), were also more robust
to the violation, compared with the other group (1, 3, 4, and 7): the average prb for
the groups was 95% and 55% respectively. Again, an analogous effect was noticed in
the related simulation study of the efficiency of the propensity score weighting (Lorenc,
2003b). All the included first order effects but SS1ZE had a highly significant contribution
in the ANOVA decomposition (Table X in the Appendix).

Introduction of a serious bias in the adjusted point estimates, achieved through in-
troducing a nonzero p 4, had a consequence even for the confidence levels based on these
estimates. In general, they were not able to hold the nominal level, the highest empir-
ical Clevel being .859 (related to structure 8), and the lowest (related to structure 7)
being .286. Presumably because they were more robust to the violation in the case of
the preceding point estimates, the structures with the high original bias (2, 5, 6, and 8)
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Figure 10: Case 2, interaction plot for Clevel. (Identification of COVSTR levels given in
the text.)

were also more robust in the case of the confidence levels; the difference was though not
as pronounced as previously: .715 for the high original bias group and .411 for the low
original bias group.

3.4 Case 3: Not all units given a positive probability to appear in r (SITA
violation #2)

When the determining property of the subset was Z = I1yax(v,0)<x,, instead of Z = Iy x,
which was applied thus far, no unit in the subset may have taken on a negative value
of X,. In other words, units with the negative X5 had no chance of appearing in the
sample from the subset, . This level, termed “SITA violation #2”, was introduced in
the analysis next.

Existence of the level SITAVIO2=YES in the simulations had little impact on the point
estimates and on the confidence levels for these estimates. The overall MeanBias for this
factor, across all the other levels, changed from .0007 to .0002 (it may be recalled that the
level KNRATIO=1/2, on which the simulations after Case 0 were run, did have a residual
bias that was estimated to be about .0009 across the other levels). The most important
interaction between SITAVIO2 with COVSTR was through the covariance structure 4, whose
mean bias was lowered by almost .002 (Figure 11 and Table XV in The Appendix).

There was still a considerable resemblance between the interaction plots for MeanBias
in the present case and in Case 0 (Figure 11 compared to Figure 5); similar comparison
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Figure 11: Case 3, interaction plot for MeanBias. (Identification of COVSTR levels given
in the text.)
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Figure 12: Case 3, interaction plot for Clevel. (Identification of COVSTR levels given in
the text.)
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for Clevel—Figure 12 with Figure 6—also showed little change. The percentage reduc-
tion in bias, too, has changed little by introducing SITA violation #2, as column prb

corresponding to Y 5, 1,3 in Table 4 illustrates.

3.5 Case 4: Participation variable not observed and SITA violation #1

The cases 4-6 present pairwise combinations of the SITA violations investigated under
Case 1 — Case 3. Manner of the presentation is brief, but the details concerning all the
simulation statistics can still be found in the Appendix.

It may be recalled that observing only X;—treated as Case 1 above—did have a
selective impact on the prb of the MlI-adjusted estimator, depending on the covariance
structure: being still of some help for some of them (3, 4, and 8), of little help for the
others (1, 2, 5, and 6), and devastating in one case (7), more than doubling the original
bias. And, also that introduction of SITA violation #1—treated as Case 2—in general
moved the point estimates in the positive direction, to which the structures with the
high original bias were more robust (prbd of about 95% after adjustment) than those with
the low bias (prb of about 55% after adjustment). For no structure was the adjusted
estimator, with SITA violation #1 present, more biased than the unadjusted estimator
Y,.

Introduction of both violations simultaneously did have much more detrimental con-
sequence on the point estimator than their individual introduction have had (MeanBias

given in Figure 13 and column prb corresponding to Y w14 in Table 4). It was here, too,
conditional on the covariance structure, following a pattern similar to that discussed con-
cerning Case 1. Even here, the effect of the strong violations was an unusable adjusted
point estimator, for half of the structures actually increasing the original bias, with an
unusable confidence level, not larger than 60% but for most of the structures actually
Zero.

In the cases where the point estimate is seriously biased there is little sense in building
confidence intervals around these wrongly placed points, why the results concerning Clevel
are not presented here (but can be found in the Appendix, Tables XVII-XVIII).

3.6 Case 5: Participation variable not observed and SITA violation #2

The effect of the sole assumption violation SITAVIO2=YES, presented as Case 3, was with
the MI-adjusted estimator negligible with respect to both MeanBias and Clevel. This
effect also dampened here the strong and differential (conditional on the covariance struc-
tures) influence of observing only X4, reducing the adjusted estimators bias somewhat

(column prb corresponding to Y75 in Table 4 compared to column prb correspond-

ing to Y’ w1 in Table 4). But, even with this moderating effect of SITAVIO2=YES, the
consequences were still damaging for Clevel with most of the covariance structures, the
exceptions being 3 and 4 with about 77% confidence level.
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Figure 13: Case 4, interaction plot for MeanBias. (Identification of COVSTR levels given
in the text.)
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Figure 15: Case 6, interaction plot for MeanBias. (Identification of the COVSTR levels
given in the text.)

3.7 Case 6: SITA violations #1 and #2

The situation with all the information observed, but with the two SITA violations present
at the same time, did not differ much from the one with only the first of the SITA
violations (Case 2). Actually, even here—as with the preceding Case 5—the violation
SITA violation #2 dampened the influence of SITA violation #1, reducing the bias of
the adjusted estimators caused by this latter violation somewhat (column Y 1,6 in Table

4 compared to column Y, r2 in Table 4): the average prb for the more robust group with
the high original bias (2, 5, 6, and 8) was 97%, while for the other group (1, 3, 4, and 7)
it was 55% —for both somewhat higher than in Case 2. The confidence levels were thus
also somewhat higher compared to Case 2: .796 for the high original bias group and .629
for the low original bias group.

3.8 Case 7: All the violations at the same time

Finally, simultaneous introduction of all the studied assumption violations into the analy-
sis produced results that were in accord with the ones from the two preceding Cases.
Presence of SITA violation #2 had a certain dampening effect on MeanBias, compared
to the corresponding Case 4 (column Y wm1,7 in Table 4 compared to column Y MI4 D
Table 4). This unfortunately did not suffice to produce usable confidence levels.
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Figure 16: Case 7, interaction plot for MeanBias. (Identification of the COVSTR levels
given in the text.)

3.9 The propensity score method

An analysis of the results of the multiple imputation adjustment when the technique for
multiple imputation is the propensity score (SAS Institute Inc., 2001) was performed
separately of that of the others due to the large differences that resulted from the use
of this specific technique in comparison to the other four techniques. The analysis is
presented in two parts, first the one concerning the situation where all the assumptions
held (corresponding to Case 0 above), and the next the one where all the violations were
present simultaneously (corresponding to Case 7 above).

3.9.1 Case 0: method=prop, all the assumptions held

Three factors were investigated when all the assumptions held, COVSTR, KNRATIO and
ss1ZE. All three had a significant effect in the ANOVA decomposition, in the order
mentioned (Table XXVIII in the Appendix). There were two distinct groups of covariance
structures with respect to both MeanBias and Clevel: those with a high original bias on
the one hand (the structures 2, 5, 6, and 8) and those with a low original bias on the
other (1, 3, 4, and 7). The residual bias was larger for the former group as well as the
confidence level lower, compared with the latter group. Percentage reduction in bias was
though the same in both groups—83%.

The other two factors had the following effects: raise in KNRATIO raised the bias of
the MI-adjusted estimate (Figure 17) and—for the structures with high original bias—
lowered the confidence level (Figure 18). Raise in SSIZE lowered (marginally) the bias
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but also lowered markedly the confidence level for the adjusted estimate, in relation to
the nominal confidence level. Even here was the impact on Clevel dependent on the
covariance structure: structures with a high original bias suffered a larger confidence
level loss.

As results from a simulation study of the propensity score weighting (PS-weighting)
based on the same population model as the present study were available (Lorenc, 2003b),
it was also possible to compare the efficiency of that weighting technique, discussed under
heading “The propensity score approach” in Section 1 above, with MI-adjustment when
the propensity score was used for multiple imputations (i.e. METHOD=PROP in the
present study). The corresponding results for MeanBias and Clevel from that study are
given in Figures 19 and 20, respectively.

With the PS-weighting, change in KNRATIO did not have an effect on MeanBias, in
contrast to MI-adjustment, where increase in KNRATIO increased the bias of the adjusted
point estimator. The pattern of influence of KNRATIO on Clevel was similar between the
adjustment approaches, the difference being that, for MI-adjustment, structures with low
original bias did not interact with KNRATIO, but that for the PS-weighting there was an
interaction: increase in KNRATIO decreased the confidence level.

The pattern of the interaction plots was in general similar between the approaches.
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It is though interesting to note that the PS-weighting produced point estimates that
were approximately as biased as theoretically expected, while MI-adjustment with the
propensity score technique produced estimates that were more biased “than necessary”.
The means for the estimates adjusted with the PS-weighting were .015 and .054 for the
low and high original bias structures respectively, agreeing with the analytic derivation
in (Lorenc, 2003a), while the corresponding numbers for the MI-adjustment using the
propensity score technique were higher, .021 and .075 respectively.

3.9.2 Case 7: method=prop, all the violations simultaneously present

Before presenting the effects of introduction of the assumption violations, a comment
regarding a “nonviolating” difference between observing full and partial auxiliary infor-
mation. With the other multiple imputation techniques, using all available information
(i.e. both X; and X,) was more effective that using only X, (Figure 5), primarily be-
cause of the bias reduction for the structures 5, 6, and 7. While from Figure 21 (pane
COVSTR XOBSERVED) it appears that the opposite was the case with the propensity score
as the MI-technique (i.e. that the bias had increased by a change from observing X, to
observing both X; and X5), the apparent large increase is the result of confounding in
this two-way graphical representation of the differential effect of the SITA violations on
the covariance structures. In an analysis that removed all the violations (not graphically
presented here), the increase in bias due to observing both X; and X, was negligible.

All three assumption violations, SITAVIO2, OBSERVED=X1, and SITAVIOl, had a
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strong impact on the bias of the adjusted point estimator, in the order mentioned (Figure
21 and Table XXXIIT in the Appendix). Observing only X created a considerable bias
that was differential with respect to covariance structures (pane COVSTR X OBSERVED=X1
in the figure), SITA violation #2 in general amplified that bias (pane COVSTR XSITAVIO2),
while SITA violation #1 moved some of the adjusted point estimates in the positive di-
rection (pane COVSTRXSITAVIO1). The only factor not significant in the ANOVA de-
composition was $SIZE (Table XXXI in the Appendix).

Finally, as the same data exist for the simulation study of the PS-weighting mentioned
previously, they are given here in Figure 22 for the sake of comparison. The same broad
description of the effects of the violations is in effect here too: the level OBSERVED=X1 in-
troduced a large bias that was differential with respect to covariance structures, SITAVIO2
amplified the bias of some of the structures, and while SITAVIO1 moved in general the
adjusted point estimates in the positive direction. The significant difference was that the
absolute level of bias introduced by the violations was much higher with the PS-weighting:
the technique proved to be less robust to violation assumptions than the MI-adjustment.

4 Conclusions

The aim of this simulation study was to demonstrate the efficiency of multiple imputation
as a bias reducing technique in situations with double samples. After a summary of the
main results, that comes first, a discussion of the robustness of the technique is given
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with a view at its practical application.

4.1 Effects of the factors studied

Among the factors conforming to the assumptions, increase in sample size had the ex-
pected general effects of producing point estimates with higher accuracy and empirical
confidence levels closer to the nominally declared ones.

Ratio of the sample sizes did also have a positive correlation with accuracy and correct
interval prediction, which at least partially must be accounted for by the mere increase
in the number of observations available for the analysis associated with the higher levels
of this factor. In other words, had a change in sample ratios not have changed the
combined samples’ size, a more proper view on the contribution of this factor would have
been gained.

The technique for multiple imputation was the sole factor that consistently proved to
be insignificant with respect to both point estimation and confidence level. Presumably,
the model used for generating the populations did not let the advantages of the more
robust, and more demanding in terms of computer power, MCMC techniques to show
up.

Of the covariance structures studied, one turned up to be particularly dangerous for
a statistician wishing to correct for the bias of the unadjusted estimate. The structure
turns against the statistician when a strong participation variable is disregarded, and
consists of a strong correlation between the auxiliary variable and the study variable as
well as a strong correlation between the auxiliary variable and the participation variable,
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but a week correlation between the participation variable and the study variable. This
latter fact assures that the bias due to the sample’s origin in the subset is little, but two
forceful adjustments are nevertheless performed, overadjusting the mild bias. The prob-
lem with this particular covariance structure disappears when the participation variable
is observed. Of course, in practical applications an exact knowledge of the correlation
between the participation variable and the study variable does not exists in advance, but
reasoning and consulting existing results might give some prior information about these
relations.

The factors violating the assumption did all have a significant effect on the simulation
statistics. The primary purpose of introducing them was a demonstrative one: particular
choices of the levels of the assumption violating factors were too many. Nevertheless,
some wider statements may be made, as follows.

4.2 Robustness of the technique

The present study addressed even the issue of robustness to assumption violations of the
estimates produced by multiple imputation adjustment. With the population model as
used in the present study, to give to some units in the population a zero chance to appear
in the restricted sample (e.g. a web sample) did not have any deteriorating effect on the
quality of the point and variance estimates—they were on target practically just as with
no assumption violations. The reason for this, technically, was that relation between the
participation variable and the study variable was linear in both the population and the
subset, with these two lines parallel. Whether multiple imputation adjustment would be
as robust to this praticular violation in practical applications as in the present simulation
study will depend on whether the linear and parallel relation holds also for the variables
in the real study.

Robustness of the technique to a residual correlation between the study variable and
the subset indicator was dependent on the correlation between the study variable and
the participation variable. With high correlations, there was a slight downgrading effect,
about 5% on the bias reduction and somewhat more, by about .25 on average, on the
confidence level produced from the variance estimator. With low correlations, the effect
was much harsher, bringing down the bias reduction to a half, and producing confidence
intervals of little use. This stresses the importance in real studies of collecting auxiliary
information that strongly predicts participation of the units in the subset from which
the restricted sample originates. From the present study, it is by far more important
to collect this information than other auxiliary information, not related to participation.
This position was apparently taken by Terhanian, whose procedure included collecting
attitudinal and behavioural auxiliary information in addition to classical demographic
variables (Terhanian et al., 2001).

Frail rather than robust was the technique to failure to observe the participation
variable. (By assumption, all information relevant for sample assignment needs to be
collected). While a pattern was observed regarding differences between the covariance
structures in bias reduction caused by this factor, such that in some particular cases the
effect was less damaging than in others, the results are not of other than academic interest
as the correlation between the study variable and the other variables in the population
is not known in advance.
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4.3 Further work

Among the possible future work, three topics are brought up here.

In the situation when the assumptions held (Case 0 above), for five of the eight covari-
ance structures the variance estimates were too conservative—the three nonconforming
ones being those with almost singular covariance matrices, why say Y could have almost
ideally be predicted from the other variables. In practical applications, where singularity
need not be the case, the variance estimates using the multiple imputation adjustment
would thus be too large and the resulting confidence intervals too wide. Ways of improv-
ing the variance estimates may thus be a topic of interest for future work.

Further, while it was the intention of the present study to address the difference
between the multiple imputation techniques, this failed due to an inappropriate choice
of the model for that end. Such an investigation, considering the pros and cons of the
different techniques with respect to the underlying population remains for an eventual
future study.

Related to this, the advantage of multiple imputation adjustment over the propen-
sity score weighting, demonstrated in this study, may be accounted for by the simple,
practically linear model used for the population. The propensity score is effective (i.e., it
reduces most of the bias) even in much more complex variables structures; some of the
used techniques for multiple imputation (e.g. the MCMC techniques) are that, too. It
might be thus of interest to investigate the circumstances in which the propensity score
weighting eventually would perform better than multiple imputation adjustment.

4.4 Summary

The present simulation study showed that multiple imputation adjustment in a double
samples setting came close to being perfect both for the point estimates and the estimates
of their variance. In order for this to be so, some assumptions needed to be fulfilled, but
these were not stronger than for any weighting technique in the double samples setup (e.g.,
for the propensity score weighting). The study also demonstrated the impact of a number
of factors on the efficiency of the technique, some of the factors related to the performance
of the technique in general, and some related to violations of the assumptions. Of great
importance turned out to be collection of information predictive of units’ participation in
the special subset from which the non-random sample comes, much greater than “usual”
auxiliary information. With this information carefully collected, multiple imputation may
in many cases give point estimates with most of the bias removed and with confidence
levels not too far from their nominal levels.
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Appendix to: “Multiple Imputation with Double
Samples: A Simulation Study”

Table I: Case 0 (without METHOD=PROP), Analysis of Variance for MeanBias, using
Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 1.46e-005 1.46e-005 2.1e-006 5.01 0
SSIZE 1 1.58e-005  1.58e-005  1.58e-005  37.95 0
KNRATIO 2 2.51e-005 2.51e-005  1.25e-005  30.16 0
METHOD 3 1e-007 1e-007 0 0.09 0.964
COVSTR*SSIZE 7 1.33e-005  1.33e-005 1.9e-006 4.58 0
COVSTR*KNRATIO 14 3.08¢-005  3.08e-005 2.2e-006 5.28 0
COVSTR*METHOD 21 5e-007 5e-007 0 0.06 1
SSIZE*KNRATIO 2 1e-007 1e-007 1e-007 0.17 0.84
SSIZE*METHOD 3 0 0 0 0.01  0.999
KNRATIO*METHOD 6 1e-007 1e-007 0 0.05  0.999
Error 125 5.2e-005 5.2e-005 4e-007

Total 191 0.0001525

Table II: Case 0 (without METHOD=PROP), Analysis of Variance for Clevel, using Ad-
justed SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 0.053336 0.053336  0.0076194  486.86 0
SSIZE 1 0.0014138 0.0014138 0.0014138 90.34 0
KNRATIO 2 0.0049116  0.0049116  0.0024558  156.92 0
METHOD 3 1.59e-005  1.59e-005 5.3e-006 0.34  0.797
COVSTR*SSIZE 7 0.0007437  0.0007437  0.0001062 6.79 0
COVSTR*KNRATIO 14 0.0019254  0.0019254  0.0001375 8.79 0
COVSTR*METHOD 21 0.0001186  0.0001186 5.6e-006 0.36  0.996
SSIZE*KNRATIO 2 0.0001539  0.0001539 7.7e-005 4.92  0.009
SSIZE*METHOD 3 1.38¢-005  1.38¢-005 4.6e-006 0.29 0.83
KNRATIO*METHOD 6 1.06e-005  1.06e-005 1.8e-006 0.11  0.995
Error 125 0.0019563  0.0019563  1.57¢-005

Total 191 0.0646




Table III: Case 0 (without METHOD=PROP), means and standard errors (SE) of 1st and
2nd order effects on MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel  SE Clevel
COVSTR

1 0.000154 0.000132  0.98796 0.000808
2 0.000176 0.000132  0.98238 0.000808
3 0.000123 0.000132  0.98279 0.000808
4 0.000942 0.000132  0.98833 0.000808
5 0.000231 0.000132  0.95088 0.000808
6 0.000694 0.000132  0.95013 0.000808
7 0.000494 0.000132  0.94946 0.000808
8 0.000343 0.000132  0.97888 0.000808
SSIZE

1000 0.000681 6.6e-005  0.97406 0.000404
5000 0.000108 6.6e-005  0.96864 0.000404
KNRATIO

1/2 0.000905 8.1e-005  0.96422 0.000495
2/2 0.000162 8.1e-005  0.97442 0.000495
3/2 0.000116 8.1e-005  0.97541 0.000495
METHOD

EM 0.0004 9.3e-005  0.97146 0.000571
MCEM 0.000399 9.3e-005  0.97177 0.000571
MCBOOT 0.000423 9.3e-005  0.97106 0.000571
REG 0.000355 9.3e-005 0.9711 0.000571
COVSTR*SSIZE

1 1000 0.000609 0.000186  0.99158 0.001142
1 5000 -0.000301 0.000186  0.98433 0.001142
2 1000 5.6e-005 0.000186  0.98525 0.001142
2 5000 0.000297 0.000186 0.9795 0.001142
3 1000 0.000214 0.000186  0.98775 0.001142
3 5000 3.1e-005 0.000186  0.97783 0.001142
4 1000 0.001125 0.000186  0.99392 0.001142
4 5000 0.000759 0.000186  0.98275 0.001142
5 1000 0.000439 0.000186 0.9505 0.001142
5 5000 2.2¢-005 0.000186  0.95125 0.001142
6 1000 0.001466 0.000186  0.95342 0.001142
6 5000 -7.9¢-005 0.000186  0.94683 0.001142
7 1000 0.00067 0.000186 0.95 0.001142
7 5000 0.000318 0.000186  0.94892 0.001142
8 1000 0.00087 0.000186  0.98008 0.001142
8 5000 -0.000184 0.000186  0.97767 0.001142
COVSTR*KNRATIO

11/2 0.001401 0.000228 0.976 0.001399
12/2 -0.000677 0.000228  0.99138 0.001399
13/2 -0.000261 0.000228 0.9965 0.001399
21/2 0.000341 0.000228 0.9705 0.001399
22/2 0.000806 0.000228  0.98687 0.001399
23/2 -0.000619 0.000228  0.98975 0.001399
31/2 0.000375 0.000228 0.976 0.001399
32/2 -0.000523 0.000228  0.98562 0.001399
33/2 0.000516 0.000228  0.98675 0.001399
41/2 0.001773 0.000228  0.97675 0.001399
42/2 0.000192 0.000228  0.99162 0.001399
43/2 0.000861 0.000228  0.99662 0.001399
51/2 0.000699 0.000228  0.94588 0.001399
52/2 5.5¢-005 0.000228  0.95613 0.001399
53/2 -6.3e-005 0.000228  0.95063 0.001399
61/2 0.001207 0.000228 0.9485 0.001399
62/2 0.000756 0.000228  0.95013 0.001399
6 3/2 0.000118 0.000228  0.95175 0.001399
71/2 0.000516 0.000228  0.94763 0.001399
72/2 0.000373 0.000228  0.95175 0.001399
73/2 0.000593 0.000228 0.949 0.001399
81/2 0.000929 0.000228 0.9725 0.001399
82/2 0.000313 0.000228  0.98188 0.001399
83/2 -0.000213 0.000228  0.98225 0.001399




Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR*METHOD

1 EM 0.00016 0.000263 0.9895 0.001615
1 MCEM 0.000195 0.000263  0.98817 0.001615
1 MCBOOT 0.000106 0.000263  0.98817 0.001615
1 REG 0.000155 0.000263 0.986 0.001615
2 EM 0.000181 0.000263  0.98117 0.001615
2 MCEM 0.000104 0.000263  0.98367 0.001615
2 MCBOOT 0.00027 0.000263 0.9815 0.001615
2 REG 0.00015 0.000263  0.98317 0.001615
3 EM 9.7e-005 0.000263  0.98433 0.001615
3 MCEM 8.8e-005 0.000263  0.98367 0.001615
3 MCBOOT 0.000286 0.000263 0.9815 0.001615
3 REG 2e-005 0.000263  0.98167 0.001615
4 EM 0.000938 0.000263  0.98783 0.001615
4 MCEM 0.001021 0.000263  0.98983 0.001615
4 MCBOOT 0.001036 0.000263  0.98783 0.001615
4 REG 0.000773 0.000263  0.98783 0.001615
5 EM 0.000239 0.000263 0.9505 0.001615
5 MCEM 0.000229 0.000263 0.9515 0.001615
5 MCBOOT 0.000222 0.000263 0.951 0.001615
5 REG 0.000233 0.000263 0.9505 0.001615
6 EM 0.000694 0.000263 0.95 0.001615
6 MCEM 0.000694 0.000263  0.94983 0.001615
6 MCBOOT 0.000689 0.000263  0.95017 0.001615
6 REG 0.000698 0.000263 0.9505 0.001615
7 EM 0.000497 0.000263 0.95 0.001615
7 MCEM 0.000492 0.000263 0.949 0.001615
7 MCBOOT 0.000496 0.000263  0.94933 0.001615
7 REG 0.000492 0.000263 0.9495 0.001615
8 EM 0.000399 0.000263  0.97833 0.001615
8 MCEM 0.000367 0.000263 0.9785 0.001615
8 MCBOOT 0.000282 0.000263 0.979 0.001615
8 REG 0.000322 0.000263  0.97967 0.001615
SSIZE*KNRATIO

1000 1/2 0.001194 0.000114  0.96666 0.000699
1000 2/2 0.000481 0.000114  0.97834 0.000699
1000 3/2 0.000369 0.000114  0.97719 0.000699
5000 1/2 0.000616 0.000114  0.96178 0.000699
5000 2/2 -0.000158 0.000114 0.9705 0.000699
5000 3/2 -0.000136 0.000114  0.97362 0.000699
SSIZE*METHOD

1000 EM 0.000696 0.000132  0.97437 0.000808
1000 MCEM 0.000685 0.000132  0.97433 0.000808
1000 MCBOOT 0.000697 0.000132  0.97342 0.000808
1000 REG 0.000647 0.000132  0.97413 0.000808
5000 EM 0.000105 0.000132  0.96854 0.000808
5000 MCEM 0.000113 0.000132  0.96921 0.000808
5000 MCBOOT 0.000149 0.000132  0.96871 0.000808
5000 REG 6.4e-005 0.000132  0.96808 0.000808
KNRATIO*METHOD

1/2 EM 0.00091 0.000161  0.96419 0.000989
1/2 MCEM 0.000924 0.000161  0.96488 0.000989
1/2 MCBOOT 0.000933 0.000161  0.96394 0.000989
1/2 REG 0.000854 0.000161  0.96388 0.000989
2/2 EM 0.00022 0.000161  0.97494 0.000989
2/2 MCEM 0.000139 0.000161  0.97469 0.000989
2/2 MCBOOT 0.000167 0.000161  0.97375 0.000989
2/2 REG 0.000122 0.000161  0.97431 0.000989
3/2 EM 7.1e-005 0.000161  0.97525 0.000989
3/2 MCEM 0.000134 0.000161  0.97575 0.000989
3/2 MCBOOT 0.000171 0.000161 0.9755 0.000989
3/2 REG 9e-005 0.000161  0.97513 0.000989




Table IV: Case 0 (factor OBSERVED substituted for factor KNRATIO), Analysis of Vari-
ance for MeanBias, using Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 7.65e-005  7.65e-005  1.09e-005  42.95 0
SSIZE 1 3.9e-006 3.9e-006 3.9e-006 15.2 0
OBSERVED 1 3.5e-006 3.5e-006 3.5e-006  13.61 0
METHOD 3 2e-007 2e-007 1e-007 0.31 0.815
COVSTR*SSIZE 7 4.99¢-005  4.99e-005 7.1e-006  28.05 0
COVSTR*OBSERVED 7 4.41e-005  4.41e-005 6.3e-006  24.78 0
COVSTR*METHOD 21 1.1e-006 1.1e-006 1e-007 0.21 1
SSIZE*OBSERVED 1 1.7¢-006 1.7e-006 1.7e-006 6.62 0.012
SSIZE*METHOD 3 1e-007 1e-007 0 0.16  0.925
OBSERVED*METHOD 3 1e-007 1e-007 0 0.17  0.918
Error 73 1.86e-005  1.86e-005 3e-007

Total 127 0.0001997

Table V: Case 0 (factor OBSERVED substituted for factor KNRATIO), Analysis of Vari-
ance for Clevel, using Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 0.0065958  0.0065958  0.0009423 55.45 0
SSIZE 1 0.0023719  0.0023719  0.0023719  139.59 0
OBSERVED 1 0.0031701  0.0031701  0.0031701  186.57 0
METHOD 3 8.6¢-006 8.6¢-006 2.9¢-006 0.17  0.917
COVSTR*SSIZE 7 0.0013771  0.0013771  0.0001967 11.58 0
COVSTR*OBSERVED 7 0.0049234  0.0049234  0.0007033 41.39 0
COVSTR*METHOD 21 0.0002895  0.0002895  1.38e-005 0.81  0.697
SSIZE*OBSERVED 1 0.0004463  0.0004463  0.0004463 26.26 0
SSIZE*METHOD 3 1.77¢-005  1.77¢-005 5.9¢-006 0.35  0.791
OBSERVED*METHOD 3 2.75e-005  2.75e-005 9.2e-006 0.54  0.656
Error 73 0.0012404  0.0012404 1.7¢-005

Total 127 0.020468




Table VI: Case 0 (factor OBSERVED substituted for factor KNRATIO), means and stan-
dard errors (SE) of 1st and 2nd order effects on MeanBias and Clevel across
the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.001468 0.000126  0.97575 0.001031
2 0.000357 0.000126  0.97044 0.001031
3 0.000283 0.000126 0.9765 0.001031
4 0.001721 0.000126  0.97637 0.001031
5 0.001314 0.000126  0.95944 0.001031
6 0.00019 0.000126  0.95994 0.001031
7 -0.00068 0.000126  0.96137 0.001031
8 0.001271 0.000126  0.97375 0.001031
SSIZE

1000 0.000914 6.3e-005 0.9735 0.000515
5000 0.000567 6.3e-005  0.96489 0.000515
OBSERVED

X2 0.000576 6.3e-005  0.97417 0.000515
X1X2 0.000905 6.3e-005  0.96422 0.000515
METHOD

EM 0.000736 8.9¢-005  0.96878 0.000729
MCEM 0.000808 8.9¢-005  0.96934 0.000729
MCBOOT 0.00073 8.9¢-005  0.96919 0.000729
REG 0.000688 8.9¢-005  0.96947 0.000729
COVSTR*SSIZE

1 1000 0.002615 0.000178 0.9805 0.001457
1 5000 0.000321 0.000178 0.971 0.001457
2 1000 -0.000252 0.000178 0.973 0.001457
2 5000 0.000966 0.000178  0.96788 0.001457
3 1000 -0.000448 0.000178  0.98425 0.001457
3 5000 0.001015 0.000178  0.96875 0.001457
4 1000 0.001988 0.000178  0.98687 0.001457
4 5000 0.001455 0.000178  0.96588 0.001457
5 1000 0.002035 0.000178  0.96162 0.001457
5 5000 0.000594 0.000178  0.95725 0.001457
6 1000 0.000715 0.000178 0.961 0.001457
6 5000 -0.000334 0.000178  0.95888 0.001457
7 1000 -0.001013 0.000178  0.96675 0.001457
7 5000 -0.000347 0.000178 0.956 0.001457
8 1000 0.001675 0.000178 0.974 0.001457
8 5000 0.000866 0.000178 0.9735 0.001457
COVSTR*OBSERVED

1 X2 0.001535 0.000178 0.9755 0.001457
1 X1X2 0.001401 0.000178 0.976 0.001457
2 X2 0.000372 0.000178  0.97037 0.001457
2 X1X2 0.000341 0.000178 0.9705 0.001457
3 X2 0.000192 0.000178 0.977 0.001457
3 X1X2 0.000375 0.000178 0.976 0.001457
4 X2 0.00167 0.000178 0.976 0.001457
4 X1X2 0.001773 0.000178  0.97675 0.001457
5 X2 0.001929 0.000178 0.973 0.001457
5 X1X2 0.000699 0.000178  0.94588 0.001457
6 X2 -0.000826 0.000178  0.97137 0.001457
6 X1X2 0.001207 0.000178 0.9485 0.001457
7 X2 -0.001876 0.000178  0.97513 0.001457
7 X1X2 0.000516 0.000178  0.94763 0.001457
8 X2 0.001612 0.000178 0.975 0.001457
8 X1X2 0.000929 0.000178 0.9725 0.001457




Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR*METHOD

1 EM 0.001669 0.000252  0.97675 0.002061
1 MCEM 0.001649 0.000252  0.97725 0.002061
1 MCBOOT 0.001299 0.000252 0.9755 0.002061
1 REG 0.001255 0.000252 0.9735 0.002061
2 EM 0.000366 0.000252  0.96975 0.002061
2 MCEM 0.000316 0.000252 0.969 0.002061
2 MCBOOT 0.000385 0.000252  0.96925 0.002061
2 REG 0.000359 0.000252  0.97375 0.002061
3 EM 0.000311 0.000252 0.977 0.002061
3 MCEM 0.000344 0.000252 0.9765 0.002061
3 MCBOOT 0.000271 0.000252  0.97625 0.002061
3 REG 0.000207 0.000252  0.97625 0.002061
4 EM 0.00158 0.000252 0.975 0.002061
4 MCEM 0.001854 0.000252 0.979 0.002061
4 MCBOOT 0.001901 0.000252  0.97775 0.002061
4 REG 0.00155 0.000252  0.97375 0.002061
5 EM 0.001313 0.000252 0.959 0.002061
5 MCEM 0.001364 0.000252  0.96125 0.002061
5 MCBOOT 0.001216 0.000252 0.9595 0.002061
5 REG 0.001365 0.000252 0.958 0.002061
6 EM 0.000184 0.000252 0.96 0.002061
6 MCEM 0.000235 0.000252  0.95825 0.002061
6 MCBOOT 0.000234 0.000252  0.96075 0.002061
6 REG 0.000108 0.000252  0.96075 0.002061
7 EM -0.000845 0.000252 0.9615 0.002061
7 MCEM -0.000613 0.000252 0.959 0.002061
7 MCBOOT -0.000632 0.000252 0.961 0.002061
7 REG -0.000631 0.000252 0.964 0.002061
8 EM 0.001313 0.000252  0.97125 0.002061
8 MCEM 0.001317 0.000252 0.9745 0.002061
8 MCBOOT 0.001162 0.000252 0.9735 0.002061
8 REG 0.001291 0.000252  0.97575 0.002061
SSIZE*OBSERVED

1000 X2 0.000635 8.9¢-005  0.98034 0.000729
1000 X1X2 0.001194 8.9¢-005  0.96666 0.000729
5000 X2 0.000517 8.9e-005 0.968 0.000729
5000 X1X2 0.000616 8.9¢-005  0.96178 0.000729
SSIZE*METHOD

1000 EM 0.000881 0.000126  0.97306 0.001031
1000 MCEM 0.000951 0.000126  0.97425 0.001031
1000 MCBOOT 0.000941 0.000126  0.97331 0.001031
1000 REG 0.000884 0.000126  0.97337 0.001031
5000 EM 0.000592 0.000126 0.9645 0.001031
5000 MCEM 0.000666 0.000126  0.96444 0.001031
5000 MCBOOT 0.000518 0.000126  0.96506 0.001031
5000 REG 0.000492 0.000126  0.96556 0.001031
OBSERVED*METHOD

X2 EM 0.000563 0.000126  0.97337 0.001031
X2 MCEM 0.000693 0.000126  0.97381 0.001031
X2 MCBOOT 0.000526 0.000126  0.97444 0.001031
X2 REG 0.000522 0.000126  0.97506 0.001031
X1X2 EM 0.00091 0.000126  0.96419 0.001031
X1X2 MCEM 0.000924 0.000126  0.96488 0.001031
X1X2 MCBOOT 0.000933 0.000126  0.96394 0.001031
X1X2 REG 0.000854 0.000126  0.96388 0.001031




Table VII: Case 1, Analysis of Variance for MeanBias, using Adjusted SS for Tests.

Source DF Seq SS Adj SS  Adj MS F P
COVSTR 7 1.0583 1.0583  0.15119 530000 0
SSIZE 1 0 0 0 0.01  0.924
OBSERVED 2 0.95195 0.95195  0.47597 1700000 0
METHOD 3 0 0 0 0.23  0.875
COVSTR*SSIZE 7 6.6e-005  6.6e-005 9e-006 33.04 0
COVSTR*OBSERVED 14 2.1054 2.1054  0.15038 520000 0
COVSTR*METHOD 21 1e-006 1e-006 0 0.1 1
SSIZE*OBSERVED 2 1.3e-005  1.3e-005 6e-006 22.26 0
SSIZE*METHOD 3 0 0 0 0 1
OBSERVED*METHOD 6 0 0 0 0.13  0.992
Error 125 3.6e-005  3.6e-005 0

Total 191 4.1158

Table VIII: Case 1, Analysis of Variance for Clevel, using Adjusted SS for Tests.

Source DF Seq SS  AdjSS Adj MS F P
COVSTR 7 2.8745 2.8745  0.41064 1114 0
SSIZE 1 0.16521 0.16521  0.16521 44.82 0
OBSERVED 2 20.8255  20.8255 10.4127 282491 0
METHOD 3 2e-005 2e-005 1e-005 0 1
COVSTR*SSIZE 7 0.24063  0.24063  0.03438 933 0
COVSTR*OBSERVED 14 5.2624 5.2624  0.37588 101.98 0
COVSTR*METHOD 21 0.0003 0.0003 1e-005 0 1
SSIZE*OBSERVED 2 0.241 0.241 0.1205 32.69 0
SSIZE*METHOD 3 2¢-005 2¢-005 1e-005 0 1
OBSERVED*METHOD 6 4e-005 4e-005 1e-005 0 1
Error 125 0.46075  0.46075  0.00369

Total 191 30.0703




Table IX: Case 1, means and standard errors (SE) of 1st and 2nd order effects on Mean-
Bias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.034 0.000109  0.7644 0.012393
2 0.1397 0.000109 0.647 0.012393
3 0.0094 0.000109  0.9305 0.012393
4 0.0129 0.000109  0.9435 0.012393
5 0.1167 0.000109  0.6396 0.012393
6 0.1414 0.000109 0.64 0.012393
7 -0.091 0.000109  0.6409 0.012393
8 0.041 0.000109  0.6849 0.012393
SSIZE

1000 0.0505 5.5e-005  0.7657 0.006196
5000 0.0505 5.5¢-005 0.707 0.006196
OBSERVED

X1 0.1501 6.7¢-005  0.2706 0.007589
X2 0.0006 6.7¢-005  0.9742 0.007589
X1X2 0.0009 6.7¢-005  0.9642 0.007589
METHOD

EM 0.0505 7.7¢-005 0.736 0.008763
MCEM 0.0506 7.7¢-005  0.7366 0.008763
MCBOOT 0.0505 7.7¢-005 0.736 0.008763
REG 0.0505 7.7¢-005  0.7366 0.008763
COVSTR*SSIZE

1 1000 0.0349 0.000155  0.8757 0.017526
1 5000 0.0332 0.000155  0.6531 0.017526
2 1000 0.1387 0.000155  0.6487 0.017526
2 5000 0.1408 0.000155  0.6452 0.017526
3 1000 0.0087 0.000155  0.9732 0.017526
3 5000 0.0101 0.000155  0.8877 0.017526
4 1000 0.0132 0.000155  0.9808 0.017526
4 5000 0.0127 0.000155  0.9063 0.017526
5 1000 0.1169 0.000155  0.6411 0.017526
5 5000 0.1165 0.000155  0.6382 0.017526
6 1000 0.1418 0.000155  0.6407 0.017526
6 5000 0.141 0.000155  0.6392 0.017526
7 1000 -0.0913 0.000155  0.6445 0.017526
7 5000 -0.0907 0.000155  0.6373 0.017526
8 1000 0.0414 0.000155  0.7208 0.017526
8 5000 0.0407 0.000155 0.649 0.017526
COVSTR*OBSERVED

1X1 0.0992 0.00019  0.3416 0.021465
1 X2 0.0015 0.00019  0.9755 0.021465
1 X1X2 0.0014 0.00019 0.976 0.021465
2 X1 0.4185 0.00019 0 0.021465
2 X2 0.0004 0.00019  0.9704 0.021465
2 X1X2 0.0003 0.00019  0.9705 0.021465
3 X1 0.0277 0.00019  0.8384 0.021465
3 X2 0.0002 0.00019 0.977 0.021465
3 X1X2 0.0004 0.00019 0.976 0.021465
4 X1 0.0354 0.00019  0.8777 0.021465
4 X2 0.0017 0.00019 0.976 0.021465
4 X1X2 0.0018 0.00019  0.9768 0.021465
5 X1 0.3474 0.00019 0 0.021465
5 X2 0.0019 0.00019 0.973 0.021465
5 X1X2 0.0007 0.00019  0.9459 0.021465
6 X1 0.4238 0.00019 0 0.021465
6 X2 -0.0008 0.00019 0.9714 0.021465
6 X1X2 0.0012 0.00019  0.9485 0.021465
7 X1 -0.2717 0.00019 0 0.021465
7 X2 -0.0019 0.00019  0.9751 0.021465
7 X1X2 0.0005 0.00019  0.9476 0.021465
8 X1 0.1206 0.00019  0.1071 0.021465
8 X2 0.0016 0.00019 0.975 0.021465
8 X1X2 0.0009 0.00019  0.9725 0.021465




Effect MeanBias  SE MeanBias Clevel SE Clevel
COVSTR*METHOD

1 EM 0.0342 0.000219  0.7647 0.024786
1 MCEM 0.0342 0.000219  0.7652 0.024786
1 MCBOOT 0.034 0.000219  0.7642 0.024786
1 REG 0.0338 0.000219  0.7635 0.024786
2 EM 0.1397 0.000219  0.6465 0.024786
2 MCEM 0.1398 0.000219 0.646 0.024786
2 MCBOOT 0.1398 0.000219  0.6462 0.024786
2 REG 0.1398 0.000219  0.6492 0.024786
3 EM 0.0094 0.000219  0.9308 0.024786
3 MCEM 0.0094 0.000219  0.9313 0.024786
3 MCBOOT 0.0094 0.000219  0.9303 0.024786
3 REG 0.0094 0.000219  0.9293 0.024786
4 EM 0.0128 0.000219  0.9427 0.024786
4 MCEM 0.013 0.000219  0.9472 0.024786
4 MCBOOT 0.013 0.000219  0.9428 0.024786
4 REG 0.0129 0.000219  0.9413 0.024786
5 EM 0.1167 0.000219  0.6393 0.024786
5 MCEM 0.1167 0.000219  0.6408 0.024786
5 MCBOOT 0.1166 0.000219  0.6397 0.024786
5 REG 0.1167 0.000219  0.6387 0.024786
6 EM 0.1414 0.000219 0.64 0.024786
6 MCEM 0.1414 0.000219  0.6388 0.024786
6 MCBOOT 0.1414 0.000219  0.6405 0.024786
6 REG 0.1414 0.000219  0.6405 0.024786
7EM -0.0911 0.000219 0.641 0.024786
7 MCEM -0.091 0.000219  0.6393 0.024786
7 MCBOOT -0.091 0.000219  0.6407 0.024786
7 REG -0.091 0.000219  0.6427 0.024786
8 EM 0.041 0.000219  0.6833 0.024786
8 MCEM 0.0411 0.000219  0.6845 0.024786
8 MCBOOT 0.041 0.000219  0.6837 0.024786
8 REG 0.041 0.000219 0.688 0.024786
SSIZE*OBSERVED

1000 X1 0.1498 9.5e-005 0.35 0.010733
1000 X2 0.0006 9.5e-005  0.9803 0.010733
1000 X1X2 0.0012 9.5e-005  0.9667 0.010733
5000 X1 0.1504 9.5e-005  0.1912 0.010733
5000 X2 0.0005 9.5e-005 0.968 0.010733
5000 X1X2 0.0006 9.5e-005  0.9618 0.010733
SSIZE*METHOD

1000 EM 0.0505 0.000109  0.7649 0.012393
1000 MCEM 0.0506 0.000109  0.7661 0.012393
1000 MCBOOT 0.0505 0.000109  0.7652 0.012393
1000 REG 0.0505 0.000109  0.7665 0.012393
5000 EM 0.0505 0.000109  0.7072 0.012393
5000 MCEM 0.0506 0.000109  0.7072 0.012393
5000 MCBOOT 0.0505 0.000109  0.7067 0.012393
5000 REG 0.0505 0.000109  0.7068 0.012393
OBSERVED*METHOD

X1 EM 0.1501 0.000134  0.2706 0.015178
X1 MCEM 0.1501 0.000134  0.2712 0.015178
X1 MCBOOT 0.1501 0.000134  0.2696 0.015178
X1 REG 0.1501 0.000134 0.271 0.015178
X2 EM 0.0006 0.000134 0.9734 0.015178
X2 MCEM 0.0007 0.000134  0.9738 0.015178
X2 MCBOOT 0.0005 0.000134  0.9744 0.015178
X2 REG 0.0005 0.000134  0.9751 0.015178
X1X2 EM 0.0009 0.000134  0.9642 0.015178
X1X2 MCEM 0.0009 0.000134  0.9649 0.015178
X1X2 MCBOOT 0.0009 0.000134  0.9639 0.015178
X1X2 REG 0.0009 0.000134  0.9639 0.015178




Table X: Case 2, Analysis of Variance for MeanBias, using Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 0.09516 0.09516 0.013594 116.96 0
SSIZE 1 1.4¢-006 1.4e-006 1.4e-006 0.01  0.914
OBSERVED 1 0.011816  0.011816 0.011816 101.66 0
SITAVIO1 1 0.21758 0.21758 0.21758  1872.03 0
METHOD 3 1e-007 1e-007 0 0 1
COVSTR*SSIZE 7 5.5e-005 5.5e-005 7.9¢-006 0.07 1
COVSTR*OBSERVED 7 0.022637  0.022637  0.0032339 27.82 0
COVSTR*SITAVIO1 7 0.095158  0.095158 0.013594 116.96 0
COVSTR*METHOD 21 7e-007 7e-007 0 0 1
SSIZE*OBSERVED 1 2.2e-006 2.2e-006 2.2e-006 0.02  0.892
SSIZE*SITAVIO1 1 1.56e-005  1.56e-005  1.56e-005 0.13  0.715
SSIZE*METHOD 3 1e-007 1e-007 0 0 1
OBSERVED*SITAVIO1 1 0.012395  0.012395 0.012395 106.64 0
OBSERVED*METHOD 3 2e-007 2¢-007 1e-007 0 1
SITAVIOT*METHOD 3 1e-007 le-007 0 0 1
Error 188 0.02185 0.02185  0.0001162

Total 255 0.47667

Table XI: Case 2, Analysis of Variance for Clevel, using Adjusted SS for Tests.

Source DF SeqSS  AdjSS Adj MS F P
COVSTR 7 2.5873 2.5873  0.36962 28.38 0
SSIZE 1 2.9247 2.9247 2.9247  224.56 0
OBSERVED 1 0.03593 0.03593  0.03593 2.76  0.098
SITAVIO1 1 10.5556  10.5556  10.5556  810.44 0
METHOD 3 3e-005 3e-005 1e-005 0 1
COVSTR*SSIZE 7 0.48187 0.48187  0.06884 5.29 0
COVSTR*OBSERVED 7 1.7155 1.7155  0.24507 18.82 0
COVSTR*SITAVIO1 7 2.5473 2.5473 0.3639 27.94 0
COVSTR*METHOD 21 0.00061  0.00061 3e-005 0 1
SSIZE*OBSERVED 1 0.00694 0.00694  0.00694 0.53  0.466
SSIZE*SITAVIO1 1 2.6939 2.6939 2.6939  206.83 0
SSIZE¥*METHOD 3 4e-005 4e-005 1e-005 0 1
OBSERVED*SITAVIO1 1 0.01209 0.01209  0.01209 0.93  0.337
OBSERVED*METHOD 3 1e-005 1e-005 0 0 1
SITAVIOT*METHOD 3 6e-005 6e-005 2e-005 0 1
Error 188 2.4486 2.4486  0.01302

Total 255  26.0106
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Table XII: Case 2, means and standard errors (SE) of 1st and 2nd order effects on
MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.05266 0.001906  0.68281 0.020175
2 0.01512 0.001906  0.90434 0.020175
3 0.03488 0.001906  0.79288 0.020175
4 0.05663 0.001906  0.66862 0.020175
5 -0.00143 0.001906  0.79806 0.020175
6 0.02393 0.001906  0.74234 0.020175
7 0.04414 0.001906  0.62344 0.020175
8 0.01322 0.001906  0.91659 0.020175
SSIZE

1000 0.02982 0.000953  0.87302 0.010087
5000 0.02997 0.000953  0.65925 0.010087
OBSERVED

X2 0.03669 0.000953  0.77798 0.010087
X1X2 0.0231 0.000953  0.75429 0.010087
SITAVIO1

N 0.00074 0.000953 0.9692 0.010087
Y 0.05905 0.000953  0.56308 0.010087
METHOD

EM 0.02989 0.001348  0.76603 0.014266
MCEM 0.02993 0.001348  0.76602 0.014266
MCBOOT 0.0299 0.001348 0.7667 0.014266
REG 0.02986 0.001348 0.7658 0.014266
COVSTR*SSIZE

1 1000 0.05309 0.002695  0.84863 0.028531
1 5000 0.05224 0.002695 0.517 0.028531
2 1000 0.01485 0.002695  0.95587 0.028531
2 5000 0.0154 0.002695  0.85281 0.028531
3 1000 0.03387 0.002695  0.89444 0.028531
3 5000 0.03588 0.002695  0.69131 0.028531
4 1000 0.05664 0.002695  0.83425 0.028531
4 5000 0.05662 0.002695 0.503 0.028531
5 1000 -0.00084 0.002695  0.89931 0.028531
5 5000 -0.00201 0.002695  0.69681 0.028531
6 1000 0.02409 0.002695  0.82656 0.028531
6 5000 0.02377 0.002695  0.65813 0.028531
7 1000 0.04395 0.002695  0.76119 0.028531
7 5000 0.04432 0.002695  0.48569 0.028531
8 1000 0.01291 0.002695  0.96394 0.028531
8 5000 0.01352 0.002695  0.86925 0.028531
COVSTR*OBSERVED

1 X2 0.05768 0.002695  0.65944 0.028531
1 X1X2 0.04765 0.002695  0.70619 0.028531
2 X2 0.0165 0.002695  0.89219 0.028531
2 X1X2 0.01375 0.002695 0.9165 0.028531
3 X2 0.05687 0.002695  0.66038 0.028531
3 X1X2 0.01289 0.002695  0.92538 0.028531
4 X2 0.05742 0.002695  0.66356 0.028531
4 X1X2 0.05583 0.002695  0.67369 0.028531
5 X2 0.01702 0.002695  0.89706 0.028531
5 X1X2 -0.01988 0.002695  0.69906 0.028531
6 X2 0.01531 0.002695  0.89912 0.028531
6 X1X2 0.03255 0.002695  0.58556 0.028531
7 X2 0.05587 0.002695  0.66113 0.028531
7 X1X2 0.03241 0.002695  0.58575 0.028531
8 X2 0.01682 0.002695 0.891 0.028531
8 X1X2 0.00961 0.002695  0.94219 0.028531
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Effect MeanBias SE MeanBias Clevel  SE Clevel
COVSTR*SITAVIO1

1N 0.00147 0.002695  0.97575 0.028531
1Y 0.10386 0.002695  0.38988 0.028531
2N 0.00036 0.002695  0.97044 0.028531
2Y 0.02989 0.002695  0.83825 0.028531
3N 0.00028 0.002695 0.9765 0.028531
3Y 0.06947 0.002695  0.60925 0.028531
4N 0.00172 0.002695  0.97637 0.028531
4Y 0.11153 0.002695  0.36087 0.028531
5N 0.00131 0.002695  0.95944 0.028531
5Y -0.00417 0.002695  0.63669 0.028531
6N 0.00019 0.002695  0.95994 0.028531
6Y 0.04767 0.002695  0.52475 0.028531
7N -0.00068 0.002695  0.96138 0.028531
Y 0.08896 0.002695 0.2855 0.028531
8N 0.00127 0.002695  0.97375 0.028531
8Y 0.02516 0.002695  0.85944 0.028531
COVSTR*METHOD

1 EM 0.05271 0.003812 0.6855 0.040349
1 MCEM 0.05277 0.003812  0.68188 0.040349
1 MCBOOT 0.05264 0.003812  0.68588 0.040349
1 REG 0.05252 0.003812 0.678 0.040349
2 EM 0.0151 0.003812  0.90412 0.040349
2 MCEM 0.01512 0.003812  0.90262 0.040349
2 MCBOOT 0.01518 0.003812  0.90387 0.040349
2 REG 0.01509 0.003812  0.90675 0.040349
3 EM 0.03486 0.003812  0.79275 0.040349
3 MCEM 0.03489 0.003812  0.79238 0.040349
3 MCBOOT 0.03488 0.003812  0.79413 0.040349
3 REG 0.03489 0.003812  0.79225 0.040349
4 EM 0.05659 0.003812 0.6675 0.040349
4 MCEM 0.05663 0.003812  0.66975 0.040349
4 MCBOOT 0.05677 0.003812  0.66987 0.040349
4 REG 0.05652 0.003812  0.66737 0.040349
5 EM -0.00146 0.003812  0.79988 0.040349
5 MCEM -0.00139 0.003812 0.798 0.040349
5 MCBOOT -0.00147 0.003812 0.7975 0.040349
5 REG -0.00138 0.003812  0.79688 0.040349
6 EM 0.02395 0.003812  0.74125 0.040349
6 MCEM 0.02392 0.003812  0.74288 0.040349
6 MCBOOT 0.0239 0.003812 0.7425 0.040349
6 REG 0.02394 0.003812  0.74275 0.040349
7 EM 0.0441 0.003812 0.623 0.040349
7 MCEM 0.04423 0.003812  0.62238 0.040349
7 MCBOOT 0.04408 0.003812  0.62263 0.040349
7 REG 0.04415 0.003812  0.62575 0.040349
8 EM 0.01325 0.003812  0.91425 0.040349
8 MCEM 0.01323 0.003812  0.91825 0.040349
8 MCBOOT 0.01319 0.003812  0.91725 0.040349
8 REG 0.01319 0.003812  0.91662 0.040349
SSIZE*OBSERVED

1000 X2 0.03652 0.001348  0.89008 0.014266
1000 X1X2 0.02312 0.001348  0.85597 0.014266
5000 X2 0.03685 0.001348  0.66589 0.014266
5000 X1X2 0.02308 0.001348  0.65261 0.014266
SSIZE*SITAVIO1

1000 N 0.00091 0.001348 0.9735 0.014266
1000 Y 0.05873 0.001348  0.77255 0.014266
5000 N 0.00057 0.001348  0.96489 0.014266
5000 Y 0.05937 0.001348  0.35361 0.014266
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Effect MeanBias SE MeanBias Clevel SE Clevel

SSIZE*METHOD

1000 EM 0.02979 0.001906 0.8725 0.020175
1000 MCEM 0.02984 0.001906  0.87331 0.020175
1000 MCBOOT 0.02985 0.001906  0.87325 0.020175
1000 REG 0.02981 0.001906  0.87303 0.020175
5000 EM 0.02998 0.001906  0.65956 0.020175
5000 MCEM 0.03002 0.001906  0.65872 0.020175
5000 MCBOOT 0.02995 0.001906  0.66016 0.020175
5000 REG 0.02992 0.001906  0.65856 0.020175
OBSERVED*SITAVIO1

X2 N 0.00058 0.001348  0.97417 0.014266
X2Y 0.0728 0.001348 0.5818 0.014266
X1X2 N 0.00091 0.001348  0.96422 0.014266
X1X2'Y 0.0453 0.001348  0.54436 0.014266
OBSERVED*METHOD

X2 EM 0.0367 0.001906  0.77759 0.020175
X2 MCEM 0.03674 0.001906  0.77806 0.020175
X2 MCBOOT 0.03664 0.001906  0.77844 0.020175
X2 REG 0.03668 0.001906  0.77784 0.020175
X1X2 EM 0.02308 0.001906  0.75447 0.020175
X1X2 MCEM 0.02312 0.001906  0.75397 0.020175
X1X2 MCBOOT 0.02315 0.001906  0.75497 0.020175
X1X2 REG 0.02305 0.001906  0.75375 0.020175
SITAVIOI*METHOD

N EM 0.00074 0.001906  0.96878 0.020175
N MCEM 0.00081 0.001906  0.96934 0.020175
N MCBOOT 0.00073 0.001906  0.96919 0.020175
N REG 0.00069 0.001906  0.96947 0.020175
Y EM 0.05904 0.001906  0.56328 0.020175
Y MCEM 0.05904 0.001906  0.56269 0.020175
Y MCBOOT 0.05907 0.001906  0.56422 0.020175
Y REG 0.05904 0.001906  0.56213 0.020175

Table XIII: Case 3, Analysis of Variance for MeanBias, using Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 0.0001304 0.0001304  1.86e-005 17.7 0
SSIZE 1 9¢-007 9¢-007 9¢-007 0.86  0.356
OBSERVED 1 0 0 0 0.01  0.925
SITAVIO2 1 2.4¢-005 2.4e-005 2.4e-005  22.76 0
METHOD 3 0 0 0 0.01  0.999
COVSTR*SSIZE 7 6.91e-005  6.91e-005 9.9¢-006 9.37 0
COVSTR*OBSERVED 7 2.67e¢-005  2.67¢-005 3.8¢-006 3.62  0.001
COVSTR*SITAVIO2 7 0.0001206  0.0001206  1.72¢-005  16.37 0
COVSTR*METHOD 21 1.1e-006 1.1e-006 1e-007 0.05 1
SSIZE*OBSERVED 1 2e-007 2e-007 2e-007 0.2 0.655
SSIZE*SITAVIO2 1 3.4¢-006 3.4e-006 3.4e-006 3.18 0.076
SSIZE¥*METHOD 3 1e-007 1e-007 0 0.03  0.993
OBSERVED*SITAVIO2 1 7.4e-006 7.4e-006 7.4e-006 7.07  0.009
OBSERVED*METHOD 3 5e-007 5¢-007 2¢-007 0.16  0.921
SITAVIO2*METHOD 3 3e-007 3e-007 1e-007 0.1 0.962
Error 188  0.0001979  0.0001979 1.1e-006

Total 255  0.0005827
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Table XIV: Case 3, Analysis of Variance for Clevel, using Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 0.0051599  0.0051599  0.0007371 24.77 0
SSIZE 1 0.012474 0.012474 0.012474  419.17 0
OBSERVED 1 0.0017378  0.0017378  0.0017378 58.4 0
SITAVIO2 1 0.0095918  0.0095918  0.0095918  322.31 0
METHOD 3 3.85e-005  3.85¢-005  1.28e-005 0.43  0.731
COVSTR*SSIZE 7 0.0016214  0.0016214  0.0002316 7.78 0
COVSTR*OBSERVED 7 0.0043029  0.0043029  0.0006147 20.66 0
COVSTR*SITAVIO2 7 0.0027006  0.0027006  0.0003858 12.96 0
COVSTR*METHOD 21 0.0002 0.0002 9.5e-006 0.32  0.998
SSIZE*OBSERVED 1 0.0008374 0.0008374  0.0008374 28.14 0
SSIZE*SITAVIO2 1 0.0018329 0.0018329  0.0018329 61.59 0
SSIZE*METHOD 3 9¢e-006 9¢-006 3¢e-006 0.1 0.959
OBSERVED*SITAVIO2 1 0.0014393  0.0014393  0.0014393 48.36 0
OBSERVED*METHOD 3 8.89¢-005  8.89¢-005  2.96e-005 1 0.396
SITAVIO2*METHOD 3 6.03e-005  6.03e-005  2.01e-005 0.68  0.568
Error 188  0.0055948  0.0055948  2.98¢-005

Total 255 0.04769
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Table XV: Case 3, means and standard errors (SE) of 1st and 2nd order effects on
MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.001156 0.000181  0.96622 0.000964
2 0.000255 0.000181  0.96275 0.000964
3 -0.000692 0.000181  0.96962 0.000964
4 0.00163 0.000181  0.96731 0.000964
5 0.000415 0.000181  0.95969 0.000964
6 -0.000448 0.000181  0.95584 0.000964
7 0.000623 0.000181  0.95825 0.000964
8 0.000539 0.000181  0.96491 0.000964
SSIZE

1000 0.000494 9.1e-005  0.97006 0.000482
5000 0.000375 9.1e-005  0.95609 0.000482
OBSERVED

X2 0.000441 9.1e-005  0.96568 0.000482
X1X2 0.000429 9.1e-005  0.96047 0.000482
SITAVIO2

N 0.000741 9.1e-005 0.9692 0.000482
Y 0.000129 9.1e-005  0.95695 0.000482
METHOD

EM 0.000436 0.000128  0.96309 0.000682
MCEM 0.000446 0.000128  0.96244 0.000682
MCBOOT 0.000437 0.000128  0.96344 0.000682
REG 0.000419 0.000128  0.96333 0.000682
COVSTR*SSIZE

1 1000 0.002083 0.000257  0.97325 0.001364
1 5000 0.000229 0.000257  0.95919 0.001364
2 1000 0.000214 0.000257  0.97088 0.001364
2 5000 0.000296 0.000257  0.95462 0.001364
3 1000 -0.00164 0.000257  0.97931 0.001364
3 5000 0.000255 0.000257  0.95994 0.001364
4 1000 0.002064 0.000257  0.97894 0.001364
4 5000 0.001195 0.000257  0.95569 0.001364
5 1000 0.000605 0.000257  0.96381 0.001364
5 5000 0.000225 0.000257  0.95556 0.001364
6 1000 -0.000593 0.000257 0.96 0.001364
6 5000 -0.000303 0.000257  0.95169 0.001364
7 1000 0.000953 0.000257  0.96413 0.001364
7 5000 0.000293 0.000257  0.95237 0.001364
8 1000 0.000266 0.000257  0.97013 0.001364
8 5000 0.000811 0.000257  0.95969 0.001364
COVSTR*OBSERVED

1 X2 0.001335 0.000257  0.96581 0.001364
1 X1X2 0.000977 0.000257  0.96662 0.001364
2 X2 0.000233 0.000257  0.96319 0.001364
2 X1X2 0.000277 0.000257  0.96231 0.001364
3 X2 -0.001115 0.000257  0.96925 0.001364
3 X1X2 -0.00027 0.000257 0.97 0.001364
4 X2 0.001596 0.000257  0.96713 0.001364
4 X1X2 0.001663 0.000257 0.9675 0.001364
5 X2 0.000867 0.000257  0.96775 0.001364
5 X1X2 -3.7¢-005 0.000257  0.95163 0.001364
6 X2 -0.000979 0.000257  0.96325 0.001364
6 X1X2 8.3¢-005 0.000257  0.94844 0.001364
7 X2 0.000987 0.000257  0.96625 0.001364
7 X1X2 0.000259 0.000257  0.95025 0.001364
8 X2 0.0006 0.000257  0.96281 0.001364
8 X1X2 0.000477 0.000257 0.967 0.001364
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Effect MeanBias SE MeanBias Clevel  SE Clevel
COVSTR*SITAVIO2

1N 0.001468 0.000257  0.97575 0.001364
1Y 0.000844 0.000257  0.95669 0.001364
2N 0.000357 0.000257  0.97044 0.001364
2Y 0.000154 0.000257  0.95506 0.001364
3N 0.000283 0.000257 0.9765 0.001364
3Y -0.001668 0.000257  0.96275 0.001364
4N 0.001721 0.000257  0.97637 0.001364
4Y 0.001538 0.000257  0.95825 0.001364
5N 0.001314 0.000257  0.95944 0.001364
5Y -0.000485 0.000257  0.95994 0.001364
6N 0.00019 0.000257  0.95994 0.001364
6Y -0.001087 0.000257  0.95175 0.001364
7N -0.00068 0.000257  0.96137 0.001364
Y 0.001927 0.000257  0.95513 0.001364
8N 0.001271 0.000257  0.97375 0.001364
8Y -0.000193 0.000257  0.95606 0.001364
COVSTR*METHOD

1 EM 0.001171 0.000363  0.96713 0.001929
1 MCEM 0.001178 0.000363  0.96613 0.001929
1 MCBOOT 0.001224 0.000363  0.96662 0.001929
1 REG 0.001051 0.000363 0.965 0.001929
2 EM 0.000249 0.000363  0.96325 0.001929
2 MCEM 0.000249 0.000363  0.96037 0.001929
2 MCBOOT 0.000271 0.000363  0.96213 0.001929
2 REG 0.000251 0.000363  0.96525 0.001929
3 EM -0.000648 0.000363  0.96925 0.001929
3 MCEM -0.000677 0.000363  0.96913 0.001929
3 MCBOOT -0.000767 0.000363  0.97075 0.001929
3 REG -0.000677 0.000363  0.96937 0.001929
4 EM 0.001462 0.000363  0.96788 0.001929
4 MCEM 0.00164 0.000363  0.96737 0.001929
4 MCBOOT 0.00181 0.000363  0.96788 0.001929
4 REG 0.001607 0.000363  0.96613 0.001929
5 EM 0.000393 0.000363  0.95937 0.001929
5 MCEM 0.000475 0.000363 0.96 0.001929
5 MCBOOT 0.000349 0.000363 0.9595 0.001929
5 REG 0.000443 0.000363  0.95988 0.001929
6 EM -0.000394 0.000363  0.95588 0.001929
6 MCEM -0.000468 0.000363 0.954 0.001929
6 MCBOOT -0.00039 0.000363 0.9575 0.001929
6 REG -0.000541 0.000363 0.956 0.001929
7 EM 0.000657 0.000363  0.95813 0.001929
7 MCEM 0.000588 0.000363  0.95725 0.001929
7 MCBOOT 0.00059 0.000363  0.95875 0.001929
7 REG 0.000658 0.000363  0.95888 0.001929
8 EM 0.000601 0.000363  0.96388 0.001929
8 MCEM 0.000584 0.000363  0.96525 0.001929
8 MCBOOT 0.000412 0.000363  0.96437 0.001929
8 REG 0.000558 0.000363  0.96613 0.001929
SSIZE*OBSERVED

1000 X2 0.000529 0.000128  0.97447 0.000682
1000 X1X2 0.000459 0.000128  0.96564 0.000682
5000 X2 0.000353 0.000128  0.95689 0.000682
5000 X1X2 0.000398 0.000128 0.9553 0.000682
SSIZE*SITAVIO2

1000 N 0.000914 0.000128 0.9735 0.000682
1000 Y 7.4e-005 0.000128  0.96661 0.000682
5000 N 0.000567 0.000128  0.96489 0.000682
5000 Y 0.000184 0.000128 0.9473 0.000682
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Effect MeanBias SE MeanBias Clevel SE Clevel

SSIZE*METHOD

1000 EM 0.000485 0.000181  0.97016 0.000964
1000 MCEM 0.000511 0.000181  0.96969 0.000964
1000 MCBOOT 0.000525 0.000181  0.97025 0.000964
1000 REG 0.000455 0.000181  0.97013 0.000964
5000 EM 0.000388 0.000181  0.95603 0.000964
5000 MCEM 0.000381 0.000181  0.95519 0.000964
5000 MCBOOT 0.000349 0.000181  0.95662 0.000964
5000 REG 0.000382 0.000181  0.95653 0.000964
OBSERVED*SITAVIO2

X2 N 0.000576 0.000128  0.97417 0.000682
X2Y 0.000305 0.000128  0.95719 0.000682
X1X2 N 0.000905 0.000128  0.96422 0.000682
X1X2'Y -4.8e-005 0.000128  0.95672 0.000682
OBSERVED*METHOD

X2 EM 0.000496 0.000181  0.96503 0.000964
X2 MCEM 0.000472 0.000181  0.96459 0.000964
X2 MCBOOT 0.000375 0.000181  0.96684 0.000964
X2 REG 0.00042 0.000181  0.96625 0.000964
X1X2 EM 0.000377 0.000181  0.96116 0.000964
X1X2 MCEM 0.00042 0.000181  0.96028 0.000964
X1X2 MCBOOT 0.0005 0.000181  0.96003 0.000964
X1X2 REG 0.000417 0.000181  0.96041 0.000964
SITAVIO2*METHOD

N EM 0.000736 0.000181  0.96878 0.000964
N MCEM 0.000808 0.000181  0.96934 0.000964
N MCBOOT 0.00073 0.000181  0.96919 0.000964
N REG 0.000688 0.000181  0.96947 0.000964
Y EM 0.000136 0.000181  0.95741 0.000964
Y MCEM 8.4e-005 0.000181  0.95553 0.000964
Y MCBOOT 0.000145 0.000181  0.95769 0.000964
Y REG 0.000149 0.000181  0.95719 0.000964

Table XVI: Case 4, Analysis of Variance for MeanBias, using Adjusted SS for Tests.

Source DF SeqSS  AdjSS Adj MS F P
COVSTR 7 6.1193 6.1193  0.87418  3485.92 0
SSIZE 1 1e-005 1e-005 1e-005 0.02 0.878
OBSERVED 2 4.7392 4.7392 2.3696  9449.11 0
SITAVIO1 1 0.22238 0.22238  0.22238 886.79 0
METHOD 3 0 0 0 0 1
COVSTR*SSIZE 7 6e-005 6e-005 1e-005 0.03 1
COVSTR*OBSERVED 14 139769 13.9769  0.99835  3981.05 0
COVSTR*SITAVIO1 7 0.04429  0.04429  0.00633 25.23 0
COVSTR*METHOD 21 0 0 0 0 1
SSIZE*OBSERVED 2 1e-005 1e-005 1e-005 0.02  0.977
SSIZE*SITAVIO1 1 0 0 0 0 0.946
SSIZE*METHOD 3 0 0 0 0 1
OBSERVED*SITAVIO1 2 0.00887  0.00887  0.00444 17.69 0
OBSERVED*METHOD 6 0 0 0 0 1
SITAVIOT*METHOD 3 0 0 0 0 1
Error 303 0.07598  0.07598  0.00025

Total 383  25.1869
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Table XVII: Case 4, Analysis of Variance for Clevel, using Adjusted SS for Tests.

Source DF SeqSS  AdjSS Adj MS F P
COVSTR 7 2.9246 2.9246 0.4178 31.07 0
SSIZE 1 2.5614 2.5614 2.5614 190.45 0
OBSERVED 2 40.6479  40.6479 20.324  1511.15 0
SITAVIO1 1 3.7083 3.7083 3.7083 275.73 0
METHOD 3 3e-005 3e-005 1e-005 0 1
COVSTR*SSIZE 7 098517  0.98517  0.14074 10.46 0
COVSTR*OBSERVED 14 6.2546 6.2546  0.44676 33.22 0
COVSTR*SITAVIO1 7 1.1638 1.1638  0.16625 12.36 0
COVSTR*METHOD 21 0.0007 0.0007 3e-005 0 1
SSIZE*OBSERVED 2 0.01226 0.01226  0.00613 0.46 0.634
SSIZE*SITAVIO1 1 097869 0.97869  0.97869 72.77 0
SSIZE*METHOD 3 8e-005 8¢-005 3e-005 0 1
OBSERVED*SITAVIO1 2 0.61488 0.61488  0.30744 22.86 0
OBSERVED*METHOD 6 0.00011 0.00011 2¢-005 0 1
SITAVIO1T*METHOD 3 2e-005 2e-005 1e-005 0 1
Error 303 4.0751 4.0751  0.01345

Total 383  63.9278
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Table XVIII: Case 4, means and standard errors (SE) of 1st and 2nd order effects on
MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.0841 0.002286  0.5697 0.016739
2 0.2236 0.002286  0.6224 0.016739
3 0.0349 0.002286  0.7717 0.016739
4 0.0607 0.002286  0.6926 0.016739
5 0.1746 0.002286  0.5707 0.016739
6 0.2966 0.002286  0.5263 0.016739
7 -0.1486 0.002286  0.4777 0.016739
8 0.0869 0.002286  0.6237 0.016739
SSIZE

1000 0.1015 0.001143  0.6885 0.008369
5000 0.1017 0.001143  0.5252 0.008369
OBSERVED

X1 0.2586 0.0014  0.1473 0.01025
X2 0.0286 0.0014  0.8567 0.01025
X1X2 0.0176 0.0014  0.8166 0.01025
SITAVIO1

N 0.0775 0.001143  0.7051 0.008369
Y 0.1257 0.001143  0.5086 0.008369
METHOD

EM 0.1016 0.001616  0.6066 0.011836
MCEM 0.1016 0.001616  0.6066 0.011836
MCBOOT 0.1016 0.001616  0.6072 0.011836
REG 0.1016 0.001616  0.6071 0.011836
COVSTR*SSIZE

1 1000 0.0843 0.003232  0.6775 0.023672
1 5000 0.0838 0.003232 0.462 0.023672
2 1000 0.2231 0.003232  0.6413 0.023672
2 5000 0.2241 0.003232  0.6034 0.023672
3 1000 0.035 0.003232  0.9104 0.023672
3 5000 0.0348 0.003232  0.6331 0.023672
4 1000 0.0598 0.003232  0.8591 0.023672
4 5000 0.0616 0.003232  0.5262 0.023672
5 1000 0.1747 0.003232  0.6215 0.023672
5 5000 0.1745 0.003232 0.52 0.023672
6 1000 0.2967 0.003232 0.589 0.023672
6 5000 0.2965 0.003232  0.4635 0.023672
7 1000 -0.1484 0.003232 0.568 0.023672
7 5000 -0.1488 0.003232  0.3874 0.023672
8 1000 0.0865 0.003232  0.6414 0.023672
8 5000 0.0872 0.003232 0.606 0.023672
COVSTR*OBSERVED

1X1 0.1707 0.003959  0.0921 0.028993
1 X2 0.0447 0.003959  0.7845 0.028993
1 X1X2 0.0367 0.003959  0.8325 0.028993
2 X1 0.6481 0.003959 0 0.028993
2 X2 0.0125 0.003959  0.9272 0.028993
2 X1X2 0.0102 0.003959  0.9399 0.028993
3 X1 0.0488 0.003959  0.5937 0.028993
3 X2 0.0446 0.003959  0.7859 0.028993
3 X1X2 0.0112 0.003959  0.9356 0.028993
4 X1 0.0972 0.003959  0.4926 0.028993
4 X2 0.0431 0.003959  0.7886 0.028993
4 X1X2 0.0419 0.003959  0.7967 0.028993
5 X1 0.5257 0.003959 0 0.028993
5 X2 0.0138 0.003959  0.9289 0.028993
5 X1X2 -0.0158 0.003959  0.7833 0.028993
6 X1 0.8523 0.003959 0 0.028993
6 X2 0.0125 0.003959  0.9286 0.028993
6 X1X2 0.0251 0.003959  0.6502 0.028993
7 X1 -0.5147 0.003959 0 0.028993
7 X2 0.0443 0.003959  0.7841 0.028993
7 X1X2 0.0246 0.003959 0.649 0.028993
8 X1 0.2405 0.003959  0.0001 0.028993
8 X2 0.013 0.003959  0.9256 0.028993
8 X1X2 0.0072 0.003959  0.9453 0.028993
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Effect MeanBias  SE MeanBias Clevel SE Clevel
COVSTR*SITAVIO1

1N 0.0478 0.003232  0.6978 0.023672
1Y 0.1203 0.003232  0.4416 0.023672
2N 0.201 0.003232  0.6427 0.023672
2Y 0.2462 0.003232 0.602 0.023672
3N 0.0141 0.003232  0.8732 0.023672
3Y 0.0556 0.003232  0.6703 0.023672
4N 0.0204 0.003232  0.8682 0.023672
4Y 0.1011 0.003232 0.517 0.023672
5N 0.1668 0.003232 0.642 0.023672
5Y 0.1823 0.003232  0.4995 0.023672
6N 0.2641 0.003232  0.6385 0.023672
6Y 0.3291 0.003232 0.414 0.023672
7N -0.1689 0.003232  0.6376 0.023672
Y -0.1283 0.003232  0.3178 0.023672
8N 0.0749 0.003232  0.6409 0.023672
8Y 0.0989 0.003232  0.6065 0.023672
COVSTR*METHOD

1 EM 0.084 0.004571 0.569 0.033478
1 MCEM 0.0841 0.004571  0.5684 0.033478
1 MCBOOT 0.0842 0.004571  0.5687 0.033478
1 REG 0.0839 0.004571  0.5727 0.033478
2 EM 0.2236 0.004571  0.6228 0.033478
2 MCEM 0.2236 0.004571  0.6234 0.033478
2 MCBOOT 0.2235 0.004571  0.6223 0.033478
2 REG 0.2237 0.004571 0.621 0.033478
3 EM 0.0349 0.004571  0.7738 0.033478
3 MCEM 0.0351 0.004571  0.7671 0.033478
3 MCBOOT 0.0348 0.004571  0.7737 0.033478
3 REG 0.0348 0.004571  0.7723 0.033478
4 EM 0.0608 0.004571 0.691 0.033478
4 MCEM 0.0608 0.004571  0.6935 0.033478
4 MCBOOT 0.0607 0.004571  0.6937 0.033478
4 REG 0.0607 0.004571  0.6923 0.033478
5 EM 0.1746 0.004571  0.5696 0.033478
5 MCEM 0.1746 0.004571  0.5724 0.033478
5 MCBOOT 0.1745 0.004571  0.5709 0.033478
5 REG 0.1746 0.004571  0.5701 0.033478
6 EM 0.2967 0.004571  0.5261 0.033478
6 MCEM 0.2965 0.004571  0.5252 0.033478
6 MCBOOT 0.2966 0.004571  0.5275 0.033478
6 REG 0.2967 0.004571  0.5263 0.033478
7 EM -0.1486 0.004571  0.4767 0.033478
7 MCEM -0.1486 0.004571  0.4788 0.033478
7 MCBOOT -0.1486 0.004571  0.4773 0.033478
7 REG -0.1487 0.004571  0.4781 0.033478
8 EM 0.0869 0.004571  0.6242 0.033478
8 MCEM 0.087 0.004571  0.6237 0.033478
8 MCBOOT 0.0868 0.004571  0.6233 0.033478
8 REG 0.0868 0.004571  0.6236 0.033478
SSIZE*OBSERVED

1000 X1 0.2583 0.001979 0.224 0.014496
1000 X2 0.0287 0.001979  0.9355 0.014496
1000 X1X2 0.0174 0.001979  0.9061 0.014496
5000 X1 0.2588 0.001979  0.0707 0.014496
5000 X2 0.0284 0.001979  0.7779 0.014496
5000 X1X2 0.0179 0.001979 0.727 0.014496
SSIZE*SITAVIO1

1000 N 0.0774 0.001616  0.7363 0.011836
1000 Y 0.1256 0.001616  0.6407 0.011836
5000 N 0.0777 0.001616  0.6739 0.011836
5000 Y 0.1257 0.001616  0.3764 0.011836
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Effect MeanBias  SE MeanBias Clevel SE Clevel

SSIZE*METHOD

1000 EM 0.1014 0.002286 0.689 0.016739
1000 MCEM 0.1015 0.002286  0.6883 0.016739
1000 MCBOOT 0.1014 0.002286  0.6885 0.016739
1000 REG 0.1014 0.002286  0.6883 0.016739
5000 EM 0.1018 0.002286  0.5242 0.016739
5000 MCEM 0.1017 0.002286  0.5249 0.016739
5000 MCBOOT 0.1017 0.002286  0.5258 0.016739
5000 REG 0.1017 0.002286  0.5258 0.016739
OBSERVED*SITAVIO1

X1N 0.2322 0.001979  0.1932 0.014496
X1Y 0.2849 0.001979  0.1015 0.014496
X2 N 0.0001 0.001979  0.9627 0.014496
X2Y 0.057 0.001979  0.7506 0.014496
X1X2 N 0.0003 0.001979  0.9595 0.014496
X1X2'Y 0.035 0.001979  0.6736 0.014496
OBSERVED*METHOD

X1 EM 0.2586 0.002799  0.1473 0.020501
X1 MCEM 0.2586 0.002799  0.1468 0.020501
X1 MCBOOT 0.2586 0.002799  0.1472 0.020501
X1 REG 0.2586 0.002799 0.148 0.020501
X2 EM 0.0286 0.002799 0.857 0.020501
X2 MCEM 0.0286 0.002799  0.8568 0.020501
X2 MCBOOT 0.0285 0.002799  0.8572 0.020501
X2 REG 0.0285 0.002799  0.8557 0.020501
X1X2 EM 0.0177 0.002799  0.8157 0.020501
X1X2 MCEM 0.0177 0.002799 0.816 0.020501
X1X2 MCBOOT 0.0176 0.002799 0.8171 0.020501
X1X2 REG 0.0176 0.002799  0.8175 0.020501
SITAVIOI*METHOD

N EM 0.0776 0.002286  0.7047 0.016739
N MCEM 0.0776 0.002286  0.7051 0.016739
N MCBOOT 0.0775 0.002286  0.7052 0.016739
N REG 0.0775 0.002286  0.7055 0.016739
Y EM 0.1256 0.002286  0.5086 0.016739
Y MCEM 0.1257 0.002286 0.508 0.016739
Y MCBOOT 0.1256 0.002286  0.5091 0.016739
Y REG 0.1257 0.002286  0.5086 0.016739

Table XIX: Case 5, Analysis of Variance for MeanBias, using Adjusted SS for Tests.

Source DF Seq SS Adj SS  Adj MS F P
COVSTR 7 4.405 4.405  0.62929 211.99 0
SSIZE 1 0 0 0 0 0.994
OBSERVED 2 3.6131 3.6131 1.8065  608.59 0
SITAVIO2 1 013134 0.13134 0.13134 44.24 0
METHOD 3 0 0 0 0 1
COVSTR*SSIZE 7 7e-005 7e-005 1e-005 0 1
COVSTR*OBSERVED 14 8.8501 8.8501  0.63215  212.96 0
COVSTR*SITAVIO2 7 0.43758 0.43758  0.06251 21.06 0
COVSTR*METHOD 21 0 0 0 0 1
SSIZE*OBSERVED 2 0 0 0 0 1
SSIZE*SITAVIO?2 1 0 0 0 0 0.995
SSIZE*METHOD 3 0 0 0 0 1
OBSERVED*SITAVIO2 2 027144 0.27144 0.13572 45.72 0
OBSERVED*METHOD 6 0 0 0 0 1
SITAVIO2*METHOD 3 0 0 0 0 1
Error 303 0.89943 0.89943  0.00297

Total 383 18.608
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Table XX: Case 5, Analysis of Variance for Clevel, using Adjusted SS for Tests.

Source DF SeqSS  AdjSS Adj MS F P
COVSTR 7 4.3246 4.3246 0.6178 144.88 0
SSIZE 1 0.35278 0.35278  0.35278 82.73 0
OBSERVED 2 47.0302 47.0302  23.5151  5514.58 0
SITAVIO2 1 0.1648 0.1648 0.1648 38.65 0
METHOD 3 1e-005 1e-005 0 0 1
COVSTR*SSIZE 7 035673  0.35673  0.05096 11.95 0
COVSTR*OBSERVED 14 8.0846 8.0846  0.57747 135.42 0
COVSTR*SITAVIO2 7 0.14519  0.14519  0.02074 4.86 0
COVSTR*METHOD 21 0.00032  0.00032 2¢-005 0 1
SSIZE*OBSERVED 2 041883 0.41883  0.20942 49.11 0
SSIZE*SITAVIO2 1 0.00037 0.00037  0.00037 0.09 0.77
SSIZE*METHOD 3 1e-005 1e-005 0 0 1
OBSERVED*SITAVIO2 2 0.16504 0.16504  0.08252 19.35 0
OBSERVED*METHOD 6 0.00015 0.00015 3e-005 0.01 1
SITAVIO2*METHOD 3 8e-005 8e-005 3e-005 0.01  0.999
Error 303 1.292 1.292  0.00426

Total 383  62.3358
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Table XXI: Case 5, means and standard errors (SE) of 1st and 2nd order effects on
MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.0441 0.007864  0.7175 0.009425
2 0.184 0.007864  0.6418 0.009425
3 0.0117 0.007864  0.8908 0.009425
4 0.0187 0.007864  0.8979 0.009425
5 0.153 0.007864  0.6398 0.009425
6 0.2173 0.007864  0.6372 0.009425
7 -0.1384 0.007864  0.6388 0.009425
8 0.0618 0.007864  0.6611 0.009425
SSIZE

1000 0.069 0.003932  0.7459 0.004713
5000 0.069 0.003932  0.6853 0.004713
OBSERVED

X1 0.2062 0.004816  0.2207 0.005772
X2 0.0004 0.004816  0.9657 0.005772
X1X2 0.0004 0.004816  0.9605 0.005772
SITAVIO2

N 0.0505 0.003932  0.7363 0.004713
Y 0.0875 0.003932  0.6949 0.004713
METHOD

EM 0.069 0.005561  0.7158 0.006665
MCEM 0.069 0.005561  0.7154 0.006665
MCBOOT 0.069 0.005561  0.7157 0.006665
REG 0.069 0.005561  0.7156 0.006665
COVSTR*SSIZE

1 1000 0.0448 0.011121  0.7927 0.013329
1 5000 0.0434 0.011121  0.6423 0.013329
2 1000 0.1837 0.011121  0.6472 0.013329
2 5000 0.1843 0.011121  0.6364 0.013329
3 1000 0.0109 0.011121  0.9595 0.013329
3 5000 0.0125 0.011121  0.8221 0.013329
4 1000 0.019 0.011121  0.9603 0.013329
4 5000 0.0184 0.011121  0.8354 0.013329
5 1000 0.1529 0.011121  0.6425 0.013329
5 5000 0.1531 0.011121 0.637 0.013329
6 1000 0.2174 0.011121 0.64 0.013329
6 5000 0.2172 0.011121  0.6345 0.013329
7 1000 -0.1381 0.011121  0.6428 0.013329
7 5000 -0.1387 0.011121  0.6349 0.013329
8 1000 0.0616 0.011121  0.6825 0.013329
8 5000 0.0619 0.011121  0.6398 0.013329
COVSTR*OBSERVED

1X1 0.13 0.013621  0.2201 0.016325
1 X2 0.0013 0.013621  0.9658 0.016325
1 X1X2 0.001 0.013621  0.9666 0.016325
2 X1 0.5515 0.013621 0 0.016325
2 X2 0.0002 0.013621  0.9632 0.016325
2 X1X2 0.0003 0.013621  0.9623 0.016325
3 X1 0.0365 0.013621  0.7331 0.016325
3 X2 -0.0011 0.013621  0.9692 0.016325
3 X1X2 -0.0003 0.013621 0.97 0.016325
4 X1 0.0529 0.013621  0.7589 0.016325
4 X2 0.0016 0.013621  0.9671 0.016325
4 X1X2 0.0017 0.013621  0.9675 0.016325
5 X1 0.4581 0.013621 0 0.016325
5 X2 0.0009 0.013621  0.9677 0.016325
5 X1X2 0 0.013621  0.9516 0.016325
6 X1 0.6528 0.013621 0 0.016325
6 X2 -0.001 0.013621  0.9632 0.016325
6 X1X2 0.0001 0.013621  0.9484 0.016325
7 X1 -0.4165 0.013621 0 0.016325
7 X2 0.001 0.013621  0.9662 0.016325
7 X1X2 0.0003 0.013621  0.9503 0.016325
8 X1 0.1843 0.013621  0.0536 0.016325
8 X2 0.0006 0.013621  0.9628 0.016325
8 X1X2 0.0005 0.013621 0.967 0.016325
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Effect MeanBias  SE MeanBias Clevel SE Clevel
COVSTR*SITAVIO2

1N 0.034 0.011121  0.7644 0.013329
1Y 0.0542 0.011121  0.6706 0.013329
2N 0.1397 0.011121 0.647 0.013329
2Y 0.2282 0.011121  0.6367 0.013329
3N 0.0094 0.011121  0.9305 0.013329
3Y 0.014 0.011121  0.8511 0.013329
4N 0.0129 0.011121  0.9435 0.013329
4Y 0.0245 0.011121  0.8522 0.013329
5N 0.1167 0.011121  0.6396 0.013329
5Y 0.1893 0.011121 0.64 0.013329
6N 0.1414 0.011121 0.64 0.013329
6Y 0.2932 0.011121  0.6345 0.013329
7N -0.091 0.011121  0.6409 0.013329
Y -0.1858 0.011121  0.6368 0.013329
8N 0.041 0.011121  0.6849 0.013329
8Y 0.0825 0.011121  0.6374 0.013329
COVSTR*METHOD

1 EM 0.0441 0.015728 0.719 0.018851
1 MCEM 0.0441 0.015728  0.7177 0.018851
1 MCBOOT 0.0442 0.015728 0.717 0.018851
1 REG 0.044 0.015728  0.7163 0.018851
2 EM 0.1839 0.015728  0.6422 0.018851
2 MCEM 0.184 0.015728  0.6402 0.018851
2 MCBOOT 0.184 0.015728  0.6414 0.018851
2 REG 0.184 0.015728  0.6435 0.018851
3 EM 0.0117 0.015728  0.8904 0.018851
3 MCEM 0.0117 0.015728  0.8909 0.018851
3 MCBOOT 0.0116 0.015728  0.8922 0.018851
3 REG 0.0117 0.015728  0.8896 0.018851
4 EM 0.0186 0.015728  0.8986 0.018851
4 MCEM 0.0188 0.015728  0.8991 0.018851
4 MCBOOT 0.0188 0.015728 0.898 0.018851
4 REG 0.0187 0.015728  0.8957 0.018851
5 EM 0.153 0.015728  0.6396 0.018851
5 MCEM 0.153 0.015728 0.64 0.018851
5 MCBOOT 0.1529 0.015728  0.6397 0.018851
5 REG 0.153 0.015728  0.6399 0.018851
6 EM 0.2173 0.015728  0.6372 0.018851
6 MCEM 0.2173 0.015728 0.636 0.018851
6 MCBOOT 0.2173 0.015728  0.6383 0.018851
6 REG 0.2173 0.015728  0.6373 0.018851
7 EM -0.1384 0.015728  0.6388 0.018851
7 MCEM -0.1384 0.015728  0.6382 0.018851
7 MCBOOT -0.1384 0.015728  0.6392 0.018851
7 REG -0.1384 0.015728  0.6393 0.018851
8 EM 0.0618 0.015728  0.6605 0.018851
8 MCEM 0.0619 0.015728  0.6609 0.018851
8 MCBOOT 0.0617 0.015728  0.6602 0.018851
8 REG 0.0617 0.015728  0.6628 0.018851
SSIZE*OBSERVED

1000 X1 0.2061 0.00681  0.2977 0.008163
1000 X2 0.0005 0.00681  0.9745 0.008163
1000 X1X2 0.0005 0.00681  0.9656 0.008163
5000 X1 0.2063 0.00681  0.1437 0.008163
5000 X2 0.0004 0.00681  0.9569 0.008163
5000 X1X2 0.0004 0.00681  0.9553 0.008163
SSIZE*SITAVIO2

1000 N 0.0505 0.005561  0.7657 0.006665
1000 Y 0.0876 0.005561  0.7262 0.006665
5000 N 0.0505 0.005561 0.707 0.006665
5000 Y 0.0875 0.005561  0.6636 0.006665
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Effect MeanBias  SE MeanBias Clevel SE Clevel

SSIZE*METHOD

1000 EM 0.069 0.007864  0.7462 0.009425
1000 MCEM 0.0691 0.007864  0.7457 0.009425
1000 MCBOOT 0.069 0.007864  0.7458 0.009425
1000 REG 0.069 0.007864  0.7461 0.009425
5000 EM 0.069 0.007864  0.6854 0.009425
5000 MCEM 0.069 0.007864  0.6851 0.009425
5000 MCBOOT 0.069 0.007864  0.6857 0.009425
5000 REG 0.069 0.007864  0.6851 0.009425
OBSERVED*SITAVIO2

X1N 0.1501 0.00681  0.2706 0.008163
X1y 0.2623 0.00681  0.1708 0.008163
X2 N 0.0006 0.00681  0.9742 0.008163
X2Y 0.0003 0.00681  0.9572 0.008163
X1X2 N 0.0009 0.00681  0.9642 0.008163
X1X2'Y 0 0.00681  0.9567 0.008163
OBSERVED*METHOD

X1 EM 0.2062 0.009631  0.2212 0.011544
X1 MCEM 0.2062 0.009631  0.2212 0.011544
X1 MCBOOT 0.2062 0.009631  0.2204 0.011544
X1 REG 0.2062 0.009631 0.22 0.011544
X2 EM 0.0005 0.009631 0.965 0.011544
X2 MCEM 0.0005 0.009631  0.9646 0.011544
X2 MCBOOT 0.0004 0.009631  0.9668 0.011544
X2 REG 0.0004 0.009631  0.9662 0.011544
X1X2 EM 0.0004 0.009631  0.9612 0.011544
X1X2 MCEM 0.0004 0.009631  0.9603 0.011544
X1X2 MCBOOT 0.0005 0.009631 0.96 0.011544
X1X2 REG 0.0004 0.009631  0.9604 0.011544
SITAVIO2*METHOD

N EM 0.0505 0.007864 0.736 0.009425
N MCEM 0.0506 0.007864  0.7366 0.009425
N MCBOOT 0.0505 0.007864 0.736 0.009425
N REG 0.0505 0.007864  0.7366 0.009425
Y EM 0.0875 0.007864  0.6955 0.009425
Y MCEM 0.0875 0.007864  0.6941 0.009425
Y MCBOOT 0.0875 0.007864  0.6955 0.009425
Y REG 0.0875 0.007864  0.6945 0.009425

Table XXII: Case 6, Analysis of Variance for MeanBias, using Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 0.15134 0.15134 0.021621 236.34 0
SSIZE 1 1.8e-006 1.8e-006 1.8e-006 0.02 0.89
OBSERVED 1 0.019616 0.019616 0.019616 214.43 0
SITAVIO1 1 0.34742 0.34742 0.34742  3797.77 0
SITAVIO2 1 0.0059542  0.0059542  0.0059542 65.09 0
METHOD 3 1e-007 1e-007 0 0 1
COVSTR*SSIZE 7 8.52e-005  8.52e-005 1.22e-005 0.13  0.996
COVSTR*OBSERVED 7 0.035459 0.035459  0.0050656 55.37 0
COVSTR*SITAVIO1 7 0.14563 0.14563 0.020804 227.42 0
COVSTR*SITAVIO2 7 0.002272 0.002272  0.0003246 3.55  0.001
COVSTR*METHOD 21 1.3e-006 1.3e-006 1e-007 0 1
SSIZE*OBSERVED 1 4e-006 4e-006 4e-006 0.04 0.834
SSIZE*SITAVIO1 1 7.1e-006 7.1e-006 7.1e-006 0.08 0.78
SSIZE*SITAVIO2 1 1e-007 1e-007 1e-007 0 0973
SSIZE*METHOD 3 1e-007 1e-007 0 0 1
OBSERVED*SITAVIO1 1 0.019578 0.019578 0.019578 214.01 0
OBSERVED*SITAVIO2 1 0.0001868 0.0001868  0.0001868 2.04  0.154
OBSERVED*METHOD 3 5e-007 5e-007 2e-007 0 1
SITAVIO1*SITAVIO2 1 0.0049338 0.0049338  0.0049338 53.93 0
SITAVIOT*METHOD 3 0 0 0 0 1
SITAVIO2*METHOD 3 1e-007 1e-007 0 0 1
Error 430 0.039337 0.039337  9.15e-005

Total 511 0.77183
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Table XXIII: Case 6, Analysis of Variance for Clevel, using Adjusted SS for Tests.

Source DF SeqSS  AdjSS Adj MS F P
COVSTR 7 3.6431 3.6431  0.52044 46.2 0
SSIZE 1 4.6803 4.6803 4.6803 415.51 0
OBSERVED 1 0.12469 0.12469  0.12469 11.07  0.001
SITAVIO1 1 13.559 13.559 13.559  1203.76 0
SITAVIO2 1 0.59897 0.59897  0.59897 53.18 0
METHOD 3 9e-005 9e-005 3e-005 0 1
COVSTR*SSIZE 7 0.7963 0.7963  0.11376 10.1 0
COVSTR*OBSERVED 7 2.6755 2.6755  0.38222 33.93 0
COVSTR*SITAVIO1 7 3.5647 3.5647  0.50925 45.21 0
COVSTR*SITAVIO2 7 018799  0.18799  0.02686 2.38  0.021
COVSTR*METHOD 21 0.00034  0.00034 2¢-005 0 1
SSIZE*OBSERVED 1 3e-005 3e-005 3e-005 0 0.961
SSIZE*SITAVIO1 1 4.0218 4.0218 4.0218 357.05 0
SSIZE*SITAVIO2 1 0.06512 0.06512  0.06512 5.78 0.017
SSIZE¥*XMETHOD 3 5e-005 5e-005 2e-005 0 1
OBSERVED*SITAVIO1 1 0.08653 0.08653  0.08653 7.68  0.006
OBSERVED*SITAVIO2 1 0.00723 0.00723  0.00723 0.64 0.423
OBSERVED*METHOD 3 4e-005 4¢-005 1e-005 0 1
SITAVIO1*SITAVIO2 1 0.83253 0.83253  0.83253 73.91 0
SITAVIOT*METHOD 3 3e-005 3e-005 1e-005 0 1
SITAVIO2*METHOD 3 3e-005 3e-005 1e-005 0 1
Error 430 4.8435 4.8435  0.01126

Total 511  39.6879
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Table XXIV: Case 6, means and standard errors (SE) of 1st and 2nd order effects on
MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.04665 0.001196  0.74344 0.013266
2 0.01321 0.001196  0.91669 0.013266
3 0.0307 0.001196  0.82723 0.013266
4 0.05014 0.001196  0.73027 0.013266
5 -0.00133 0.001196  0.82633 0.013266
6 0.02112 0.001196  0.76434 0.013266
7 0.03985 0.001196  0.66969 0.013266
8 0.01153 0.001196  0.92473 0.013266
SSIZE

1000 0.02643 0.000598  0.89595 0.006633
5000 0.02654 0.000598  0.70473 0.006633
OBSERVED

X2 0.03267 0.000598  0.81595 0.006633
X1X2 0.02029 0.000598  0.78473 0.006633
SITAVIO1

N 0.00043 0.000598  0.96307 0.006633
Y 0.05253 0.000598  0.63761 0.006633
SITAVIO2

N 0.02989 0.000598  0.76614 0.006633
Y 0.02307 0.000598  0.83454 0.006633
METHOD

EM 0.02648 0.000845 0.8003 0.009381
MCEM 0.02651 0.000845  0.79981 0.009381
MCBOOT 0.02648 0.000845  0.80098 0.009381
REG 0.02647 0.000845  0.80026 0.009381
COVSTR*SSIZE

1 1000 0.04679 0.001691 0.8835 0.018762
1 5000 0.04651 0.001691  0.60338 0.018762
2 1000 0.01301 0.001691  0.95816 0.018762
2 5000 0.01341 0.001691  0.87522 0.018762
3 1000 0.02985 0.001691  0.91594 0.018762
3 5000 0.03154 0.001691  0.73853 0.018762
4 1000 0.05008 0.001691  0.87456 0.018762
4 5000 0.05019 0.001691  0.58597 0.018762
5 1000 -0.00091 0.001691  0.91516 0.018762
5 5000 -0.00175 0.001691 0.7375 0.018762
6 1000 0.02108 0.001691  0.85325 0.018762
6 5000 0.02116 0.001691  0.67544 0.018762
7 1000 0.04035 0.001691  0.80525 0.018762
7 5000 0.03935 0.001691  0.53413 0.018762
8 1000 0.01114 0.001691  0.96178 0.018762
8 5000 0.01192 0.001691  0.88769 0.018762
COVSTR*OBSERVED

1 X2 0.05126 0.001691  0.71988 0.018762
1 X1X2 0.04204 0.001691 0.767 0.018762
2 X2 0.01444 0.001691  0.90772 0.018762
2 X1X2 0.01197 0.001691  0.92566 0.018762
3 X2 0.04986 0.001691  0.72334 0.018762
3 X1X2 0.01153 0.001691  0.93113 0.018762
4 X2 0.0509 0.001691  0.72556 0.018762
4 X1X2 0.04937 0.001691  0.73497 0.018762
5 X2 0.01534 0.001691  0.91166 0.018762
5 X1X2 -0.018 0.001691 0.741 0.018762
6 X2 0.01371 0.001691 0.9125 0.018762
6 X1X2 0.02854 0.001691  0.61619 0.018762
7 X2 0.05111 0.001691  0.72159 0.018762
7 X1X2 0.0286 0.001691  0.61778 0.018762
8 X2 0.01478 0.001691  0.90531 0.018762
8 X1X2 0.00829 0.001691  0.94416 0.018762
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Effect MeanBias SE MeanBias Clevel  SE Clevel
COVSTR*SITAVIO1

1N 0.00116 0.001691  0.96622 0.018762
1Y 0.09215 0.001691  0.52066 0.018762
2N 0.00026 0.001691  0.96275 0.018762
2Y 0.02616 0.001691  0.87063 0.018762
3N -0.00069 0.001691  0.96962 0.018762
3Y 0.06209 0.001691  0.68484 0.018762
4N 0.00163 0.001691  0.96731 0.018762
4Y 0.09864 0.001691  0.49322 0.018762
5N 0.00041 0.001691  0.95969 0.018762
5Y -0.00308 0.001691  0.69297 0.018762
6N -0.00045 0.001691  0.95584 0.018762
6Y 0.0427 0.001691  0.57284 0.018762
7N 0.00062 0.001691  0.95825 0.018762
Y 0.07908 0.001691  0.38113 0.018762
8N 0.00054 0.001691  0.96491 0.018762
8Y 0.02253 0.001691  0.88456 0.018762
COVSTR*SITAVIO2

1N 0.05266 0.001691  0.68281 0.018762
1Y 0.04064 0.001691  0.80406 0.018762
2N 0.01512 0.001691  0.90434 0.018762
2Y 0.01129 0.001691  0.92903 0.018762
3N 0.03488 0.001691  0.79288 0.018762
3Y 0.02652 0.001691  0.86159 0.018762
4N 0.05663 0.001691  0.66863 0.018762
4Y 0.04364 0.001691  0.79191 0.018762
5N -0.00143 0.001691  0.79806 0.018762
5Y -0.00124 0.001691  0.85459 0.018762
6N 0.02393 0.001691  0.74234 0.018762
6Y 0.01832 0.001691  0.78634 0.018762
7N 0.04414 0.001691  0.62344 0.018762
Y 0.03556 0.001691  0.71594 0.018762
8N 0.01322 0.001691  0.91659 0.018762
8Y 0.00985 0.001691  0.93288 0.018762
COVSTR*METHOD

1 EM 0.04657 0.002391  0.74425 0.026533
1 MCEM 0.04668 0.002391  0.74194 0.026533
1 MCBOOT 0.04679 0.002391  0.74538 0.026533
1 REG 0.04656 0.002391  0.74219 0.026533
2 EM 0.01317 0.002391  0.91706 0.026533
2 MCEM 0.01323 0.002391  0.91544 0.026533
2 MCBOOT 0.01323 0.002391 0.9165 0.026533
2 REG 0.01321 0.002391  0.91775 0.026533
3 EM 0.03065 0.002391  0.82831 0.026533
3 MCEM 0.03077 0.002391  0.82544 0.026533
3 MCBOOT 0.03066 0.002391  0.82888 0.026533
3 REG 0.03072 0.002391  0.82631 0.026533
4 EM 0.0501 0.002391  0.73019 0.026533
4 MCEM 0.05015 0.002391  0.72981 0.026533
4 MCBOOT 0.05017 0.002391  0.73138 0.026533
4 REG 0.05012 0.002391  0.72969 0.026533
5 EM -0.00134 0.002391  0.82631 0.026533
5 MCEM -0.00131 0.002391  0.82663 0.026533
5 MCBOOT -0.00137 0.002391  0.82625 0.026533
5 REG -0.00131 0.002391  0.82613 0.026533
6 EM 0.0212 0.002391 0.7635 0.026533
6 MCEM 0.02106 0.002391  0.76375 0.026533
6 MCBOOT 0.02114 0.002391  0.76569 0.026533
6 REG 0.0211 0.002391  0.76444 0.026533
7 EM 0.03989 0.002391  0.66906 0.026533
7 MCEM 0.03989 0.002391 0.67 0.026533
7 MCBOOT 0.03976 0.002391  0.66938 0.026533
7 REG 0.03986 0.002391  0.67031 0.026533
8 EM 0.01157 0.002391  0.92375 0.026533
8 MCEM 0.01159 0.002391 0.9255 0.026533
8 MCBOOT 0.01146 0.002391  0.92444 0.026533
8 REG 0.0115 0.002391  0.92525 0.026533
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Effect MeanBias SE MeanBias Clevel SE Clevel
SSIZE*OBSERVED

1000 X2 0.0327 0.000845  0.91133 0.009381
1000 X1X2 0.02015 0.000845  0.88057 0.009381
5000 X2 0.03264 0.000845  0.72056 0.009381
5000 X1X2 0.02044 0.000845 0.6889 0.009381
SSIZE*SITAVIO1

1000 N 0.00049 0.000845  0.97005 0.009381
1000 Y 0.05236 0.000845  0.82184 0.009381
5000 N 0.00038 0.000845  0.95609 0.009381
5000 Y 0.05271 0.000845  0.45337 0.009381
SSIZE*SITAVIO2

1000 N 0.02982 0.000845  0.87302 0.009381
1000 Y 0.02303 0.000845  0.91887 0.009381
5000 N 0.02997 0.000845  0.65925 0.009381
5000 Y 0.02312 0.000845  0.75021 0.009381
SSIZE*METHOD

1000 EM 0.0264 0.001196  0.89603 0.013266
1000 MCEM 0.02645 0.001196  0.89584 0.013266
1000 MCBOOT 0.02644 0.001196  0.89614 0.013266
1000 REG 0.02641 0.001196  0.89578 0.013266
5000 EM 0.02655 0.001196  0.70458 0.013266
5000 MCEM 0.02656 0.001196  0.70378 0.013266
5000 MCBOOT 0.02652 0.001196  0.70583 0.013266
5000 REG 0.02653 0.001196  0.70473 0.013266
OBSERVED*SITAVIO1

X2 N 0.00044 0.000845  0.96568 0.009381
X2Y 0.06491 0.000845  0.66621 0.009381
X1X2 N 0.00043 0.000845  0.96047 0.009381
X1X2'Y 0.04016 0.000845 0.609 0.009381
OBSERVED*SITAVIO?2

X2 N 0.03669 0.000845  0.77798 0.009381
X2Y 0.02866 0.000845  0.85391 0.009381
X1X2 N 0.0231 0.000845  0.75429 0.009381
X1X2'Y 0.01749 0.000845  0.81518 0.009381
OBSERVED*METHOD

X2 EM 0.0327 0.001196 0.8157 0.013266
X2 MCEM 0.03271 0.001196  0.81538 0.013266
X2 MCBOOT 0.03262 0.001196  0.81706 0.013266
X2 REG 0.03266 0.001196  0.81564 0.013266
X1X2 EM 0.02025 0.001196  0.78491 0.013266
X1X2 MCEM 0.02031 0.001196  0.78425 0.013266
X1X2 MCBOOT 0.02034 0.001196  0.78491 0.013266
X1X2 REG 0.02028 0.001196  0.78488 0.013266
SITAVIO1*SITAVIO2

NN 0.00074 0.000845 0.9692 0.009381
NY 0.00013 0.000845  0.95695 0.009381
YN 0.05905 0.000845  0.56308 0.009381
YY 0.04602 0.000845  0.71213 0.009381
SITAVIOI*METHOD

N EM 0.00044 0.001196  0.96309 0.013266
N MCEM 0.00045 0.001196  0.96244 0.013266
N MCBOOT 0.00044 0.001196  0.96344 0.013266
N REG 0.00042 0.001196  0.96333 0.013266
Y EM 0.05252 0.001196  0.63752 0.013266
Y MCEM 0.05257 0.001196  0.63719 0.013266
Y MCBOOT 0.05252 0.001196  0.63853 0.013266
Y REG 0.05252 0.001196  0.63719 0.013266
SITAVIO2*METHOD

N EM 0.02989 0.001196  0.76603 0.013266
N MCEM 0.02993 0.001196  0.76602 0.013266
N MCBOOT 0.0299 0.001196 0.7667 0.013266
N REG 0.02986 0.001196 0.7658 0.013266
Y EM 0.02307 0.001196  0.83458 0.013266
Y MCEM 0.02309 0.001196  0.83361 0.013266
Y MCBOOT 0.02306 0.001196  0.83527 0.013266
Y REG 0.02308 0.001196  0.83472 0.013266
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Table XXV: Case 7, Analysis of Variance for MeanBias, using Adjusted SS for Tests.

Source DF SeqSS  AdjSS Adj MS F P
COVSTR 7 77747 7.7747 1.1107 4474 0
SSIZE 1 1e-005 1e-005 1e-005 0 0.963
OBSERVED 2 6.6685 6.6685 3.3342  1343.1 0
SITAVIO1 1 0.41523 0.41523  0.41523  167.26 0
SITAVIO2 1 0.15733 0.15733  0.15733 63.38 0
METHOD 3 0 0 0 0 1
COVSTR*SSIZE 7 8e-005 8e-005 1e-005 0 1
COVSTR*OBSERVED 14 18.8331 18.8331 1.3452  541.88 0
COVSTR*SITAVIO1 7 0.16489  0.16489  0.02356 9.49 0
COVSTR*SITAVIO2 7 085247  0.85247  0.12178 49.06 0
COVSTR*METHOD 21 0 0 0 0 1
SSIZE*OBSERVED 2 0 0 0 0 0.999
SSIZE*SITAVIO1 1 1e-005 1e-005 1e-005 0 0.954
SSIZE*SITAVIO2 1 0 0 0 0 0971
SSIZE*METHOD 3 0 0 0 0 1
OBSERVED*SITAVIO1 2 0.03159 0.03159 0.0158 6.36  0.002
OBSERVED*SITAVIO2 2 0.48266 0.48266  0.24133 97.21 0
OBSERVED*METHOD 6 0 0 0 0 1
SITAVIO1*SITAVIO2 1 0.01342 0.01342 0.01342 5.41 0.02
SITAVIO1T*METHOD 3 0 0 0 0 1
SITAVIO2*METHOD 3 0 0 0 0 1
Error 672 1.6682 1.6682  0.00248

Total 767  37.0622

Table XXVI: Case 7, Analysis of Variance for Clevel, using Adjusted SS for Tests.

Source DF Seq SS Adj SS  Adj MS F P
COVSTR 7 6.5949 6.5949 0.9421 61.14 0
SSIZE 1 6.2179 6.2179 6.2179 403.55 0
OBSERVED 2 68.6229  68.6229  34.3115  2226.86 0
SITAVIO1 1 12.2806  12.2806  12.2806 797.03 0
SITAVIO2 1 0.1215 0.1215 0.1215 7.89  0.005
METHOD 3 0 0 0 0 1
COVSTR*SSIZE 7 1.8639 1.8639 0.2663 17.28 0
COVSTR*OBSERVED 14 15.0379  15.0379 1.0741 69.71 0
COVSTR*SITAVIO1 7 3.7246 3.7246 0.5321 34.53 0
COVSTR*SITAVIO2 7 0.1179 0.1179 0.0168 1.09  0.366
COVSTR*METHOD 21 0.0003 0.0003 0 0 1
SSIZE*OBSERVED 2 0.0487 0.0487 0.0244 1.58 0.207
SSIZE*SITAVIO1 1 2.7344 2.7344 2.7344 177.47 0
SSIZE*SITAVIO2 1 0.0524 0.0524 0.0524 3.4 0.066
SSIZE*METHOD 3 0.0001 0.0001 0 0 1
OBSERVED*SITAVIO1 2 2.1084 2.1084 1.0542 68.42 0
OBSERVED*SITAVIO?2 2 0.7255 0.7255 0.3628 23.54 0
OBSERVED*METHOD 6 0.0001 0.0001 0 0 1
SITAVIO1*SITAVIO?2 1 0.8513 0.8513 0.8513 55.25 0
SITAVIOT*METHOD 3 0 0 0 0 1
SITAVIO2*METHOD 3 0.0001 0.0001 0 0 1
Error 672 10.3542  10.3542 0.0154

Total 767  131.4577
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Table XXVII: Case 7, means and standard errors (SE) of 1st and 2nd order effects on
MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.0834 0.005085 0.54 0.012669
2 0.1979 0.005085 0.6111 0.012669
3 0.0352 0.005085  0.7648 0.012669
4 0.0638 0.005085  0.6608 0.012669
5 0.1508 0.005085  0.5509 0.012669
6 0.2417 0.005085  0.5096 0.012669
7 -0.1065 0.005085  0.4465 0.012669
8 0.0719 0.005085  0.6297 0.012669
SSIZE

1000 0.0922 0.002543  0.6791 0.006334
5000 0.0924 0.002543  0.4992 0.006334
OBSERVED

X1 0.2239 0.003114  0.1668 0.007758
X2 0.0327 0.003114  0.8159 0.007758
X1X2 0.0203 0.003114  0.7847 0.007758
SITAVIO1

N 0.069 0.002543  0.7156 0.006334
Y 0.1155 0.002543  0.4627 0.006334
SITAVIO2

N 0.078 0.002543  0.5766 0.006334
Y 0.1066 0.002543  0.6017 0.006334
METHOD

EM 0.0923 0.003596  0.5892 0.008958
MCEM 0.0923 0.003596  0.5889 0.008958
MCBOOT 0.0923 0.003596  0.5895 0.008958
REG 0.0923 0.003596 0.589 0.008958
COVSTR*SSIZE

1 1000 0.0835 0.007192 0.6763 0.017916
1 5000 0.0833 0.007192  0.4037 0.017916
2 1000 0.1976 0.007192  0.6388 0.017916
2 5000 0.1982 0.007192  0.5835 0.017916
3 1000 0.0345 0.007192  0.9046 0.017916
3 5000 0.0359 0.007192  0.6251 0.017916
4 1000 0.0637 0.007192  0.8302 0.017916
4 5000 0.0639 0.007192  0.4914 0.017916
5 1000 0.151 0.007192  0.6101 0.017916
5 5000 0.1505 0.007192  0.4917 0.017916
6 1000 0.2416 0.007192  0.5688 0.017916
6 5000 0.2418 0.007192  0.4503 0.017916
7 1000 -0.1061 0.007192  0.5368 0.017916
7 5000 -0.1069 0.007192  0.3561 0.017916
8 1000 0.0716 0.007192  0.6676 0.017916
8 5000 0.0723 0.007192  0.5918 0.017916
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Effect MeanBias SE MeanBias  Clevel SE Clevel
COVSTR*OBSERVED

1 X1 0.1568 0.008808  0.1331 0.021943
1 X2 0.0513 0.008808  0.7199 0.021943
1 X1X2 0.042 0.008808 0.767 0.021943
2 X1 0.5673 0.008808 0 0.021943
2 X2 0.0144 0.008808  0.9077 0.021943
2 X1X2 0.012 0.008808  0.9257 0.021943
3 X1 0.0442 0.008808 0.64 0.021943
3 X2 0.0499 0.008808  0.7233 0.021943
3 X1X2 0.0115 0.008808  0.9311 0.021943
4 X1 0.0912 0.008808  0.5218 0.021943
4 X2 0.0509 0.008808  0.7256 0.021943
4 X1X2 0.0494 0.008808 0.735 0.021943
5 X1 0.455 0.008808 0 0.021943
5 X2 0.0153 0.008808  0.9117 0.021943
5 X1X2 -0.018 0.008808 0.741 0.021943
6 X1 0.6829 0.008808 0 0.021943
6 X2 0.0137 0.008808  0.9125 0.021943
6 X1X2 0.0285 0.008808  0.6162 0.021943
7 X1 -0.3992 0.008808 0 0.021943
7 X2 0.0511 0.008808  0.7216 0.021943
7 X1X2 0.0286 0.008808  0.6178 0.021943
8 X1 0.1927 0.008808  0.0396 0.021943
8 X2 0.0148 0.008808  0.9053 0.021943
8 X1X2 0.0083 0.008808  0.9442 0.021943
COVSTR*SITAVIO1

1N 0.0441 0.007192  0.7175 0.017916
1Y 0.1226 0.007192  0.3625 0.017916
2N 0.184 0.007192  0.6418 0.017916
2Y 0.2118 0.007192  0.5804 0.017916
3N 0.0117 0.007192  0.8908 0.017916
3Y 0.0587 0.007192  0.6389 0.017916
4N 0.0187 0.007192  0.8979 0.017916
4Y 0.109 0.007192  0.4237 0.017916
5N 0.153 0.007192  0.6398 0.017916
5Y 0.1486 0.007192 0.462 0.017916
6 N 0.2173 0.007192  0.6372 0.017916
6Y 0.2661 0.007192  0.3819 0.017916
7N -0.1384 0.007192  0.6388 0.017916
Y -0.0746 0.007192  0.2541 0.017916
8N 0.0618 0.007192  0.6611 0.017916
8Y 0.0821 0.007192  0.5982 0.017916
COVSTR*SITAVIO2

1N 0.0795 0.007192  0.5239 0.017916
1Y 0.0873 0.007192  0.5561 0.017916
2N 0.1586 0.007192  0.6029 0.017916
2Y 0.2372 0.007192  0.6194 0.017916
3N 0.0356 0.007192 0.769 0.017916
3Y 0.0348 0.007192  0.7607 0.017916
4N 0.0649 0.007192  0.6369 0.017916
4Y 0.0628 0.007192  0.6846 0.017916
5N 0.1158 0.007192 0.532 0.017916
5Y 0.1858 0.007192  0.5697 0.017916
6 N 0.1723 0.007192  0.4949 0.017916
6Y 0.3112 0.007192  0.5242 0.017916
7N -0.056 0.007192  0.4156 0.017916
Y -0.157 0.007192 04773 0.017916
8N 0.0531 0.007192  0.6375 0.017916
8Y 0.0907 0.007192  0.6219 0.017916
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Effect MeanBias SE MeanBias  Clevel SE Clevel
COVSTR*METHOD

1 EM 0.0833 0.01017  0.5413 0.025338
1 MCEM 0.0834 0.01017  0.5391 0.025338
1 MCBOOT 0.0835 0.01017  0.5408 0.025338
1 REG 0.0833 0.01017  0.5388 0.025338
2 EM 0.1978 0.01017 0.6114 0.025338
2 MCEM 0.1979 0.01017  0.6103 0.025338
2 MCBOOT 0.1979 0.01017 0.611 0.025338
2 REG 0.1979 0.01017  0.6118 0.025338
3 EM 0.0351 0.01017 0.765 0.025338
3 MCEM 0.0352 0.01017  0.7638 0.025338
3 MCBOOT 0.0352 0.01017  0.7667 0.025338
3 REG 0.0352 0.01017  0.7638 0.025338
4 EM 0.0638 0.01017  0.6609 0.025338
4 MCEM 0.0638 0.01017  0.6615 0.025338
4 MCBOOT 0.0638 0.01017  0.6607 0.025338
4 REG 0.0639 0.01017  0.6601 0.025338
5 EM 0.1508 0.01017  0.5509 0.025338
5 MCEM 0.1508 0.01017  0.5511 0.025338
5 MCBOOT 0.1507 0.01017  0.5508 0.025338
5 REG 0.1508 0.01017  0.5507 0.025338
6 EM 0.2418 0.01017 0.509 0.025338
6 MCEM 0.2416 0.01017  0.5092 0.025338
6 MCBOOT 0.2417 0.01017  0.5105 0.025338
6 REG 0.2417 0.01017  0.5096 0.025338
7 EM -0.1065 0.01017 0.446 0.025338
7 MCEM -0.1065 0.01017  0.4467 0.025338
7 MCBOOT -0.1066 0.01017  0.4463 0.025338
7 REG -0.1065 0.01017  0.4469 0.025338
8 EM 0.072 0.01017 0.629 0.025338
8 MCEM 0.072 0.01017 0.63 0.025338
8 MCBOOT 0.0719 0.01017  0.6292 0.025338
8 REG 0.0719 0.01017  0.6304 0.025338
SSIZE*OBSERVED

1000 X1 0.2237 0.004404  0.2455 0.010972
1000 X2 0.0327 0.004404  0.9113 0.010972
1000 X1X2 0.0201 0.004404  0.8806 0.010972
5000 X1 0.224 0.004404  0.0881 0.010972
5000 X2 0.0326 0.004404  0.7206 0.010972
5000 X1X2 0.0204 0.004404  0.6889 0.010972
SSIZE*SITAVIO1

1000 N 0.069 0.003596  0.7459 0.008958
1000 Y 0.1153 0.003596  0.6124 0.008958
5000 N 0.069 0.003596  0.6853 0.008958
5000 Y 0.1157 0.003596  0.3131 0.008958
SSIZE*SITAVIO?2

1000 N 0.0778 0.003596  0.6748 0.008958
1000 Y 0.1066 0.003596  0.6835 0.008958
5000 N 0.0781 0.003596  0.4783 0.008958
5000 Y 0.1066 0.003596 0.52 0.008958
SSIZE*METHOD

1000 EM 0.0922 0.005085  0.6795 0.012669
1000 MCEM 0.0922 0.005085  0.6791 0.012669
1000 MCBOOT 0.0922 0.005085  0.6791 0.012669
1000 REG 0.0922 0.005085 0.679 0.012669
5000 EM 0.0923 0.005085  0.4989 0.012669
5000 MCEM 0.0924 0.005085  0.4988 0.012669
5000 MCBOOT 0.0924 0.005085  0.4999 0.012669
5000 REG 0.0924 0.005085  0.4991 0.012669
OBSERVED*SITAVIO1

X1 N 0.2062 0.004404  0.2207 0.010972
X1Y 0.2415 0.004404  0.1129 0.010972
X2 N 0.0004 0.004404  0.9657 0.010972
X2Y 0.0649 0.004404  0.6662 0.010972
X1X2 N 0.0004 0.004404  0.9605 0.010972
X1X2'Y 0.0402 0.004404 0.609 0.010972
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Effect MeanBias  SE MeanBias Clevel SE Clevel

OBSERVED*SITAVIO2

X1N 0.1741 0.004404  0.1975 0.010972
X1Y 0.2736 0.004404  0.1361 0.010972
X2 N 0.0367 0.004404 0.778 0.010972
X2Y 0.0287 0.004404  0.8539 0.010972
X1X2 N 0.0231 0.004404  0.7543 0.010972
X1X2'Y 0.0175 0.004404  0.8152 0.010972
OBSERVED*METHOD

X1 EM 0.2238 0.006228 0.167 0.015516
X1 MCEM 0.2239 0.006228  0.1672 0.015516
X1 MCBOOT 0.2239 0.006228  0.1665 0.015516
X1 REG 0.2239 0.006228  0.1666 0.015516
X2 EM 0.0327 0.006228  0.8157 0.015516
X2 MCEM 0.0327 0.006228  0.8154 0.015516
X2 MCBOOT 0.0326 0.006228 0.8171 0.015516
X2 REG 0.0327 0.006228  0.8156 0.015516
X1X2 EM 0.0203 0.006228  0.7849 0.015516
X1X2 MCEM 0.0203 0.006228  0.7843 0.015516
X1X2 MCBOOT 0.0203 0.006228  0.7849 0.015516
X1X2 REG 0.0203 0.006228  0.7849 0.015516
SITAVIO1*SITAVIO2

NN 0.0505 0.003596  0.7363 0.008958
NY 0.0875 0.003596  0.6949 0.008958
YN 0.1054 0.003596  0.4168 0.008958
YY 0.1257 0.003596  0.5086 0.008958
SITAVIOI*METHOD

N EM 0.069 0.005085  0.7158 0.012669
N MCEM 0.069 0.005085  0.7154 0.012669
N MCBOOT 0.069 0.005085  0.7157 0.012669
N REG 0.069 0.005085  0.7156 0.012669
Y EM 0.1155 0.005085  0.4626 0.012669
Y MCEM 0.1155 0.005085  0.4625 0.012669
Y MCBOOT 0.1155 0.005085  0.4632 0.012669
Y REG 0.1155 0.005085  0.4625 0.012669
SITAVIO2*METHOD

N EM 0.078 0.005085  0.5763 0.012669
N MCEM 0.078 0.005085  0.5768 0.012669
N MCBOOT 0.078 0.005085  0.5767 0.012669
N REG 0.0779 0.005085  0.5765 0.012669
Y EM 0.1066 0.005085  0.6021 0.012669
Y MCEM 0.1066 0.005085 0.601 0.012669
Y MCBOOT 0.1066 0.005085  0.6023 0.012669
Y REG 0.1066 0.005085 0.6016 0.012669

Table XXVIII: Case 0, only METHOD=PROP, Analysis of Variance for MeanBias, using
Adjusted SS for Tests.

Source DF Seq SS Adj SS Adj MS F P
COVSTR 7 0.034904 0.034904  0.0049863  9223.05 0
SSIZE 1 1.04e-005 1.04e-005 1.04e-005 19.2  0.001
KNRATIO 2 0.0006933  0.0006933  0.0003467 641.19 0
COVSTR*SSIZE 7 6.5e-006 6.5e-006 9e-007 1.71  0.187
COVSTR*KNRATIO 14 0.0002775  0.0002775 1.98e-005 36.66 0
SSIZE*KNRATIO 2 0 0 0 0.01  0.988
Error 14 7.6e-006 7.6e-006 5e-007

Total 47 0.0359
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Table XXIX: Case 0, only METHOD=PROP, Analysis of Variance for Clevel, using Ad-
justed SS for Tests.

Source DF Seq SS  AdjSS Adj MS F P
COVSTR 7 4.6005 4.6005  0.65721  482.54 0
SSIZE 1 1.1904 1.1904 1.1904 874 0
KNRATIO 2 0.10289 0.10289  0.05144 37.77 0
COVSTR*SSIZE 7 0.7398 0.7398  0.10569 77.6 0
COVSTR*KNRATIO 14 0.09809 0.09809  0.00701 5.14  0.002
SSIZE*KNRATIO 2 0.00914 0.00914  0.00457 3.35  0.065
Error 14 0.01907  0.01907  0.00136

Total 47 6.7599
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Table XXX: Case 0, only METHOD=PROP, means and standard errors (SE) of 1st and
2nd order effects on MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel  SE Clevel
Mean SE Mean Mean SE Mean
COVSTR
1 0.02123 0.0003  0.95367 0.015066
2 0.07519 0.0003  0.33683 0.015066
3 0.02151 0.0003  0.95933 0.015066
4 0.02189 0.0003  0.94567 0.015066
5 0.07511 0.0003  0.33333 0.015066
6 0.07587 0.0003  0.33017 0.015066
7 0.0213 0.0003  0.95217 0.015066
8 0.07548 0.0003 0.334 0.015066
SSIZE
1000 0.04891 0.00015  0.80063 0.007533
5000 0.04798 0.00015  0.48567 0.007533
KNRATIO
1/2 0.04368 0.000184  0.70506 0.009226
2/2 0.04869 0.000184  0.63063 0.009226
3/2 0.05298 0.000184  0.59375 0.009226
COVSTR*SSIZE
1 1000 0.02148 0.000425  0.98267 0.021307
1 5000 0.02098 0.000425  0.92467 0.021307
2 1000 0.07519 0.000425  0.61567 0.021307
2 5000 0.07519 0.000425 0.058 0.021307
3 1000 0.02219 0.000425 0.99 0.021307
3 5000 0.02083 0.000425  0.92867 0.021307
4 1000 0.02201 0.000425 0.983 0.021307
4 5000 0.02178 0.000425  0.90833 0.021307
5 1000 0.0756 0.000425 0.614 0.021307
5 5000 0.07463 0.000425  0.05267 0.021307
6 1000 0.07685 0.000425 0.61667 0.021307
6 5000 0.07489 0.000425  0.04367 0.021307
7 1000 0.02149 0.000425  0.98867 0.021307
7 5000 0.02111 0.000425  0.91567 0.021307
8 1000 0.0765 0.000425 0.61433 0.021307
8 5000 0.07446 0.000425  0.05367 0.021307
COVSTR*KNRATIO
11/2 0.02044 0.00052 0.9445 0.026096
12/2 0.02027 0.00052 0.96 0.026096
13/2 0.02297 0.00052 0.9565 0.026096
21/2 0.06746 0.00052 0.461 0.026096
22/2 0.07585 0.00052 0.311 0.026096
23/2 0.08226 0.00052 0.2385 0.026096
31/2 0.02001 0.00052 0.962 0.026096
32/2 0.02068 0.00052 0.964 0.026096
33/2 0.02384 0.00052 0.952 0.026096
41/2 0.02057 0.00052 0.943 0.026096
42/2 0.02126 0.00052 0.946 0.026096
43/2 0.02386 0.00052 0.948 0.026096
51/2 0.06701 0.00052 0.4575 0.026096
52/2 0.07605 0.00052 0.3035 0.026096
53/2 0.08229 0.00052 0.239 0.026096
61/2 0.06791 0.00052 0.449 0.026096
62/2 0.07712 0.00052 0.305 0.026096
6 3/2 0.08258 0.00052 0.2365 0.026096
71/2 0.01858 0.00052 0.968 0.026096
72/2 0.02188 0.00052 0.942 0.026096
73/2 0.02344 0.00052 0.9465 0.026096
81/2 0.06745 0.00052 0.4555 0.026096
82/2 0.0764 0.00052 0.3135 0.026096
83/2 0.08259 0.00052 0.233 0.026096
SSIZE*KNRATIO
1000 1/2 0.04413 0.00026  0.87438 0.013048
1000 2/2 0.04915 0.00026  0.79563 0.013048
1000 3/2 0.05347 0.00026  0.73188 0.013048
5000 1/2 0.04323 0.00026  0.53575 0.013048
5000 2/2 0.04823 0.00026  0.46562 0.013048
5000 3/2 0.05249 0.00026  0.45562 0.013048
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Table XXXI: Case 7, only METHOD=PROP, Analysis of Variance for MeanBias, using
Adjusted SS for Tests.

Source DF Seq SS  AdjSS Adj MS F P
COVSTR 7 3.9316 3.9316  0.56166  154.85 0
SSIZE 1 0.00076 0.00076  0.00076 0.21  0.648
OBSERVED 2 0.50975  0.50975  0.25487 70.27 0
SITAVIO1 1 0.06669 0.06669  0.06669 18.39 0
SITAVIO2 1 0.6419 0.6419 0.6419  176.97 0
COVSTR*SSIZE 7 0.00383 0.00383  0.00055 0.15  0.994
COVSTR*OBSERVED 14 2.6518 2.6518  0.18941 52.22 0
COVSTR*SITAVIO1 7 0.09831 0.09831  0.01404 3.87  0.001
COVSTR*SITAVIO2 7 0.88434 0.88434  0.12633 34.83 0
SSIZE*OBSERVED 2 0.00241 0.00241  0.00121 0.33  0.717
SSIZE*SITAVIO1 1 0.00273  0.00273  0.00273 0.75  0.387
SSIZE*SITAVIO2 1 0.00086 0.00086  0.00086 0.24  0.627
OBSERVED*SITAVIO1 2 0.06329 0.06329  0.03165 8.73 0
OBSERVED*SITAVIO2 2 0.03039 0.03039  0.01519 4.19  0.017
SITAVIOT*SITAVIO2 1 0.03388 0.03388  0.03388 9.34  0.003
Error 135 0.48966  0.48966  0.00363

Total 191 9.4122

Table XXXII: Case 7, only METHOD=PROP, Analysis of Variance for Clevel, using
Adjusted SS for Tests.

Source DF Seq SS Adj SS  Adj MS F P
COVSTR 7 2.9642 2.9642  0.42345 16.51 0
SSIZE 1 1.4116 1.4116 1.4116  55.05 0
OBSERVED 2 2.1055 2.1055 1.0528  41.06 0
SITAVIO1 1 1.2641 1.2641 1.2641 49.3 0
SITAVIO2 1 2.3966 2.3966 2.3966  93.46 0
COVSTR*SSIZE 7 0.1213 0.1213  0.01733 0.68 0.692
COVSTR*OBSERVED 14 1.1466 1.1466 0.0819 3.19 0
COVSTR*SITAVIO1 7 0.71842 0.71842  0.10263 4 0.001
COVSTR*SITAVIO2 7 0.39282  0.39282  0.05612 2.19  0.039
SSIZE*OBSERVED 2 0.00325 0.00325  0.00162 0.06 0.939
SSIZE*SITAVIO1 1 0.01352 0.01352  0.01352 0.53  0.469
SSIZE*SITAVIO2 1 1.1621 1.1621 1.1621  45.32 0
OBSERVED*SITAVIO1 2 0.14527  0.14527  0.07263 2.83  0.062
OBSERVED*SITAVIO2 2 0.76435 0.76435  0.38217 14.9 0
SITAVIO1*SITAVIO?2 1 0.96064 0.96064 0.96064 37.46 0
Error 135 3.4617 3.4617  0.02564

Total 191 19.0319
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Table XXXIII: Case 7, only METHOD=PROP, means and standard errors (SE) of 1st
and 2nd order effects on MeanBias and Clevel across the other factors.

Effect MeanBias SE MeanBias Clevel SE Clevel
COVSTR

1 0.113 0.012294  0.3461 0.032687
2 0.3246 0.012294  0.1552 0.032687
3 0.0486 0.012294  0.4913 0.032687
4 0.1046 0.012294 0.444 0.032687
5 0.2591 0.012294  0.2279 0.032687
6 0.3936 0.012294  0.1493 0.032687
7 -0.0695 0.012294 0.289 0.032687
8 0.2203 0.012294 0.169 0.032687
SSIZE

1000 0.1763 0.006147  0.3697 0.016343
5000 0.1723 0.006147  0.1982 0.016343
OBSERVED

X1 0.2434 0.007528 0.138 0.020016
X2 0.1596 0.007528  0.3355 0.020016
X1X2 0.1198 0.007528  0.3785 0.020016
SITAVIO1

N 0.1556 0.006147  0.3651 0.016343
Y 0.1929 0.006147  0.2028 0.016343
SITAVIO2

N 0.1165 0.006147  0.3957 0.016343
Y 0.2321 0.006147 0.1723 0.016343
COVSTR*SSIZE

1 1000 0.1144 0.017386  0.4348 0.046226
1 5000 0.1116 0.017386  0.2574 0.046226
2 1000 0.3225 0.017386  0.2362 0.046226
2 5000 0.3267 0.017386  0.0742 0.046226
3 1000 0.0557 0.017386  0.6183 0.046226
3 5000 0.0415 0.017386  0.3642 0.046226
4 1000 0.1079 0.017386  0.5618 0.046226
4 5000 0.1013 0.017386  0.3261 0.046226
5 1000 0.264 0.017386  0.3006 0.046226
5 5000 0.2541 0.017386  0.1553 0.046226
6 1000 0.3873 0.017386  0.2224 0.046226
6 5000 0.3998 0.017386  0.0763 0.046226
7 1000 -0.0617 0.017386  0.3307 0.046226
7 5000 -0.0773 0.017386  0.2474 0.046226
8 1000 0.2201 0.017386 0.253 0.046226
8 5000 0.2205 0.017386  0.0851 0.046226
COVSTR*OBSERVED

1 X1 0.1559 0.021293 0.139 0.056615
1 X2 0.1071 0.021293 0.44 0.056615
1 X1X2 0.076 0.021293  0.4594 0.056615
2 X1 0.5494 0.021293 0 0.056615
2 X2 0.2142 0.021293  0.2299 0.056615
2 X1X2 0.2104 0.021293  0.2358 0.056615
3 X1 0.0583 0.021293  0.5106 0.056615
3 X2 0.1062 0.021293  0.4479 0.056615
3 X1X2 -0.0187 0.021293  0.5152 0.056615
4 X1 0.1085 0.021293  0.4448 0.056615
4 X2 0.1056 0.021293  0.4438 0.056615
4 X1X2 0.0998 0.021293  0.4434 0.056615
5 X1 0.4523 0.021293 0 0.056615
5 X2 0.2143 0.021293  0.2238 0.056615
5 X1X2 0.1105 0.021293 0.46 0.056615
6 X1 0.6957 0.021293 0 0.056615
6 X2 0.2134 0.021293  0.2274 0.056615
6 X1X2 0.2716 0.021293  0.2206 0.056615
7 X1 -0.3307 0.021293  0.0025 0.056615
7 X2 0.1027 0.021293  0.4428 0.056615
7 X1X2 0.0195 0.021293  0.4219 0.056615
8 X1 0.258 0.021293 0.007 0.056615
8 X2 0.2135 0.021293  0.2285 0.056615
8 X1X2 0.1893 0.021293  0.2716 0.056615
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Effect MeanBias SE MeanBias  Clevel SE Clevel
COVSTR*SITAVIO1

1IN 0.0785 0.017386  0.4867 0.046226
1Y 0.1475 0.017386  0.2056 0.046226
2N 0.3022 0.017386  0.1933 0.046226
2Y 0.3471 0.017386  0.1172 0.046226
3N 0.0514 0.017386  0.6028 0.046226
3Y 0.0458 0.017386  0.3797 0.046226
4N 0.0583 0.017386  0.6312 0.046226
4Y 0.151 0.017386  0.2567 0.046226
5N 0.2781 0.017386  0.2115 0.046226
5Y 0.24 0.017386  0.2443 0.046226
6 N 0.3435 0.017386  0.2124 0.046226
6Y 0.4436 0.017386  0.0862 0.046226
7N -0.0772 0.017386  0.3817 0.046226
Y -0.0618 0.017386  0.1964 0.046226
8N 0.2104 0.017386  0.2014 0.046226
8Y 0.2302 0.017386  0.1367 0.046226
COVSTR*SITAVIO2

1N 0.0957 0.017386  0.4827 0.046226
1Y 0.1303 0.017386  0.2095 0.046226
2N 0.2084 0.017386  0.2317 0.046226
2Y 0.4409 0.017386  0.0787 0.046226
3N 0.056 0.017386  0.6831 0.046226
3Y 0.0412 0.017386  0.2994 0.046226
4N 0.0844 0.017386  0.5722 0.046226
4Y 0.1249 0.017386  0.3158 0.046226
5N 0.1696 0.017386  0.3007 0.046226
5Y 0.3485 0.017386  0.1551 0.046226
6 N 0.2241 0.017386  0.2083 0.046226
6Y 0.563 0.017386  0.0903 0.046226
7N -0.0241 0.017386  0.4453 0.046226
Y -0.1149 0.017386  0.1327 0.046226
8N 0.1176 0.017386  0.2415 0.046226
8Y 0.323 0.017386  0.0966 0.046226
SSIZE*OBSERVED

1000 X1 0.2431 0.010646  0.2199 0.028307
1000 X2 0.1589 0.010646  0.4269 0.028307
1000 X1X2 0.1268 0.010646  0.4623 0.028307
5000 X1 0.2438 0.010646  0.0561 0.028307
5000 X2 0.1603 0.010646 0.244 0.028307
5000 X1X2 0.1128 0.010646  0.2946 0.028307
SSIZE*SITAVIO1

1000 N 0.1539 0.008693  0.4425 0.023113
1000 Y 0.1987 0.008693 0.297 0.023113
5000 N 0.1574 0.008693  0.2878 0.023113
5000 Y 0.1872 0.008693  0.1087 0.023113
SSIZE*SITAVIO2

1000 N 0.1163 0.008693  0.5592 0.023113
1000 Y 0.2362 0.008693  0.1802 0.023113
5000 N 0.1166 0.008693  0.2322 0.023113
5000 Y 0.228 0.008693  0.1643 0.023113
OBSERVED*SITAVIO1

X1 N 0.2161 0.010646  0.1928 0.028307
X1Y 0.2708 0.010646  0.0832 0.028307
X2 N 0.1244 0.010646  0.4546 0.028307
X2Y 0.1948 0.010646  0.2164 0.028307
X1X2 N 0.1264 0.010646 0.448 0.028307
X1X2'Y 0.1132 0.010646 0.309 0.028307
OBSERVED*SITAVIO2

X1 N 0.1935 0.010646  0.1618 0.028307
X1Y 0.2934 0.010646  0.1142 0.028307
X2 N 0.0841 0.010646 04778 0.028307
X2Y 0.2352 0.010646  0.1931 0.028307
X1X2 N 0.0719 0.010646  0.5475 0.028307
X1X2'Y 0.1677 0.010646  0.2095 0.028307
SITAVIO1*SITAVIO2

NN 0.0845 0.008693  0.5476 0.023113
NY 0.2267 0.008693  0.1827 0.023113
YN 0.1484 0.008693  0.2438 0.023113
YY 0.2375 0.008693  0.1619 0.023113
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