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Introduction
Building on the work of Rosenbaum and Rubin, who introduced the propensity score as a
means for estimating causal e¤ects in observational studies (Rosenbaum and Rubin, 1983,
1984), Terhanian used the propensity score weighting in a situation when double samples
are taken from one and the same population (e.g. Terhanian, Marcus, Bremer, and Smith,
2001). Besides surveying a web panel, Terhanian collected auxiliary information / from
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an explicitly drawn sample from the whole population. He used the auxiliary data from
both samples to estimate the propensity scores for being in the web panel, and weighted
the values of the study variables observed only in the panel by stratifying them on this
estimated propensity score. It is worth noting that as the weights do not depend on the
study variables, they may be reused on new surveys of the panel as long as it is believed
that the panel or the population have not changed su¢ciently enough to necessitate new
generation of the weights.

In theory, the propensity score weighting produces unbiased estimates. In practice,
it typically removes a signi�cant proportion of bias of the estimates, provided that the
assumptions pertaining to the technique hold. For instance, about 90% of the original
bias was removed in an analytically explored situation (Lorenc, 2003a). The percentage
reduction in bias was there a function of only the number of classes into which the
distribution of the propensity scores was strati�ed. In a simulation study (Lorenc, 2003b),
with the assumptions holding, the bias reduction was again about 90% across a range of
factors and levels. In practical applications on real data, the technique was also reported
to function well (e.g. Terhanian et al., 2001).

But, the fact that the propensity score weighting produces point estimates with a
residual bias might be unsettling. Furthermore, the suggested estimator of variance of
the adjusted point estimates (Rosenbaum and Rubin, 1984) is approximate, not taking
into account the uncertainty stemming from estimation of the propensity scores by use
of a model instead of exactly knowing the true propensity scores. In the aforementioned
simulation study, whether the approximate variance estimates underestimated the true
variance of the adjusted point estimator or not depended on the covariance structure of
the variables involved: in half of the studied covariance structures, the estimated variance
was on mark or nearly so. But, even when the variance was estimated approximately
correctly, con�dence intervals built around these biased point estimates gave con�dence
levels constantly below the targeted ones: by a few percent on average for that half of
the covariance structures where the variance estimates were correct, and by more than
50% on average for the other half.

With these concerns, one may be led to consider alternatives. The structure of data
for the double samples procedure is represented in Table 1. Denotation of the variables
is similar to the one commonly met in the survey literature: X denominates multivariate
auxiliary information about the participants (sex, age, etc., obtained from current survey
or external sources like register data), Y denominates the study variables particular to
just the current survey, and Z is an indicator variable. Speci�cal to the double samples
procedure as applied by Terhanian, X includes behavioural and attitudinal variables. Z
indicates observations collected using the restricted sample, drawn from a subset of the
population (e.g. a sample among all the web users ready to participate in web panels). �
As conceived by Terhanian, the procedure does not require collection of Y variables from
the unrestricted sample, drawn from the whole population � .
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Table 1: Data matrix for the double samples procedure: an unrestricted sample s of n
units drawn with known inclusion probabilities ¼ from the whole population
but with data missing on Y, and a restricted sample r of k units drawn with
unknown inclusion probabilities from a subset of the population but having
complete information. Z=1 indicates that a vector of observations (-,x,y) is
collected using the restricted sample r and Z=0 indicates that a vector (¼,x,-)
is collected using the unrestricted sample s.

Observations Variables: ¼ X � ¢ ¢ ¢ X� Y � ¢ ¢ ¢ Y � Z
1 ¼ � X � � � ¢ ¢ ¢ X� � � ¡ ¢ ¢ ¢ ¡ 0
2 ¼ � X 	 
 � ¢ ¢ ¢ X� 
 � ¡ ¢ ¢ ¢ ¡ 0... ... ... . . . ... ... . . . ... ...
n ¼ � X 
 � � ¢ ¢ ¢ X� � � ¡ ¢ ¢ ¢ ¡ 0
n+ 1 ¡ X � � � � � ¢ ¢ ¢ X� � � � � Y � � � � � ¢ ¢ ¢ Y � � � � � 1
n+ 2 ¡ X � � � � � ¢ ¢ ¢ X� � � � � Y � � � � � ¢ ¢ ¢ Y � � � � � 1... ... ... . . . ... ... . . . ... ...
n+ k ¡ X � � � � � ¢ ¢ ¢ X� � � � � Y � � � � � ¢ ¢ ¢ Y  � � � � 1

Another way of looking at the data in Table 1 is of a data matrix with missing
values. Missing are the values for the study variables, Y, for the units in the unrestricted
sample. A way of obtaining an unbiased estimate of the parameter of interest for the
general population would be through imputing the missing Y values. Using a mildly
simplifying assumption that the unrestricted sample is a simple random sample from
the population, an unbiased imputation of the missing values would yield an unbiased
estimate of the population mean for the study variable, the parameter we are seeking to
estimate.

So, there exist reasons to consider imputation as a serious alternative to the propensity
score weighting in the situations requiring double samples:

² propensity score weighting reduces bias but does not remove it completely: in
practice, due to a limited amount of data and a limited number of strata, about
90% of the bias is removed in the most favourable conditions; many of the multiple
imputation techniques are asymptotically unbiased under assumptions no stronger
than those for the propensity score weighting,

² to generate weights, the propensity score technique uses only information in X, so
weights once generated are the same irrespective of which Y variable they are to
be applied to; in imputation, what missing values are imputed is dependent even
on the existing Y values, in addition to the X values, indicating better use of the
available information,

² the propensity score weighting gives an estimate of the variability of the point
estimate only conditional on the model chosen to estimate the propensity scores,
while uncertainty concerning this choice is left out; in contrast, multiple imputation
seems to be of particular use for this speci�c problem due to its possibility to
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provide information about uncertainty regarding the imputed values and thereby
uncertainty regarding the estimate of the parameter of interest,

² there are no o¤-the-shelf statistical programs that do the propensity score weighting;
multiple imputation is by now a readily available tool for treatment of missing data
in several statistical packages and dedicated programs and routines � .

In the present study, a simulation is used to demonstrate that indeed multiple im-
putation is a useful alternative to the propensity score weighting in the double samples
situation. The study compares a number of procedures for multiple imputation, among
them the propensity score as a technique for multiple imputation (SAS Institute Inc.,
2001). Using the same population model as in a simulation study of the performance
of the propensity score weighting (Lorenc, 2003b), the present investigation includes an
implicit comparison of the two techniques in the double samples setup. Section 1 gives
the population model and some theoretical background, Section 2 gives methodological
details of the simulation study, while Section 3 presents the results. In Section 4 some
concluding remarks are given.

1 Population model and background theory
1.1 Population model
A multivariate normal distribution served as a model for the population, following the
use of the same kind of model in some related analytical investigations (e.g. Cochran,
1968; Cochran and Rubin, 1973). In at least a number of practical situations it may be
reasonable to consider the normal model as applicable.

The following multivariate normal model was used:
(X � ; X � ; Y; V ) » N (0;§) ,

where

§ =

2
664

1 ½ � � ½ � � ½ � �
½ � 	 1 ½ 	 
 ½ � �
½ � 
 ½ 	 
 1 ½ � �
½ � � ½ � � ½ � � 1

3
775 . (1)

This model de�ned a population, while inclusion into the subset was de�ned through
either Z = I � 
 � � or Z = I � � � � � � � � � � � . The variables in the model were given the following
meanings, not uncommon in the survey literature:
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X � , an auxiliary variable,
X � , another auxiliary variable, also involved in de�ning

the subset��the participation variable�,
Y , the study variable,
V , another variable involved in de�ning the subset.

Two samples drawn using simple random sampling were conceived, an unrestricted
sample from the complete population, denoted by s and of size n, and a restricted sample
from the subset given by Z = 1, denoted by r and of size k.

Each of the variables in the model (1) is by itself a standard normal, so expected
values of their population means are zero. Likewise are expected values of the variables�
means in the unrestricted sample s zero, because s is a simple random sample from the
population.

1.2 Estimation goal
It is desired to estimate correctly, in the double samples setup (c.f. Table 1), the mean,¹Y , of the study variable Y in the population.

Using the unadjusted mean in the restricted sample r to estimate the mean of Y in
the whole population yields biased estimates. When ½ � � = 0, conforming to the pair of
assumptions known as �strongly ignorable treatment assignment� (given under the head-
ing �The propensity score approach�, below) � , the means of both the auxiliary variables
and the study variable are biased with respect to their corresponding means in the pop-
ulation: for the auxiliary variables, E �

¡X �
¢ = ¼ �

�	 ¼ 0:564, E 

¡X �

¢ = ½ � � £ ¼ 

�� , and

for the study variable, E �
¡Y ¢ = ½ � � £ ¼ 


�� . These estimates di¤er from zero whenever
the correlation coe¢cients between the participation variable X � and the corresponding
variables are not zero, so in the present study they are biased.

1.3 Theory for the approaches
The two mentioned techniques, the propensity score weighting and multiple imputation,
may be used for correcting the aforementioned bias. Their theoretical background is now
presented in more detail.

1.3.1 The propensity score approach
Terhanian (Terhanian et al., 2001) suggested using the propensity score weighting to
reduce the bias of the estimates obtained using only web panels (i.e., in the present
study, using only the r sample).

The propensity score (Rosenbaum and Rubin, 1983), denoted by e (x), is a function
of the auxiliary variables. It is de�ned as the conditional probability that a unit with the
properties x is included in the restricted sample r, e (x) = Pr (Z = 1jX = x).

� � � � � � � � � � � � � � � � � � � � � � � � �  �  � � � � ! "   � � �  # � � #  " � � �  $ � # %  � � " � � �  $ � $  �  � $ � � & � � � �  � � & �
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Let strongly ignorable treatment assignment (SITA) denote ful�llment of the follow-
ing two conditions: (i) independence of the study variable and the group assignment
conditional on the auxiliary information, (Y ? Z) jX, and (ii) a positive probability at
every level of the propensity score for every unit in the population to be assigned to
any of the groups, 0 < e (x) 6 1. Then, when the SITA assumptions hold, weighting
of the observed Y values in the restricted sample r by conditioning on the propensity
score yields, in theory, unbiased estimates of the population means of the study variables
(Lorenc, 2003a).

More practically, the technique consists of the following steps:
1. collecting complete data�the auxiliary variables and the study variables�from the

restricted sample (e.g., a web panel) and collecting the auxiliary variables from the
unrestricted sample (e.g., a random sample drawn from the target population),

2. given the whole set of auxiliary information (from the unrestricted and the restricted
samples) but not the sample membership indicator, estimating for each unit the
probability of being a panel member (this magnitude is known as the estimated
propensity score); a common way of estimating this probability is by building a
logistic regression model,

3. estimating the distribution of the propensity score in the target population by con-
sidering the distribution of the estimated propensity score in the unrestricted sample
only; in particular, identifying cuto¤ points for strati�cation: usually equidistant
cuto¤ points are chosen and 5 intervals are used, in which case the cuto¤ points
would be the 20�

� , 40� � , 60� � , and 80� � percentile of the estimated propensity score
distribution in the population,

4. classifying the units in the restricted sample (panel) into appropriate strata based
on their individual estimated propensity score values,

5. for each stratum, building a mean of the study variable values of the panelists in that
stratum; then, weighting the strata means appropriately together to produce the
�nal, adjusted estimate for that study variable; in the case of equidistant intervals
the weighting amounts to calculating the arithmetic mean of the strata means.

Justi�cation for the procedure and its details were given in (Lorenc, 2003a).
The identi�ed shortcomings of the propensity score weighting, discussed above, in-

clude: (a) it might leave a residual bias, presumably in practical applications of the order
of 10% of the original bias or more, provided the assumptions pertaining to the technique
hold, and (b) it is di¢cult to produce con�dence intervals for the point estimates that
would have a desired, predetermined con�dence level.

1.3.2 The multiple imputation approach
Values of the study variables for the unrestricted sample s�the questions that in fact
by design were not posed to the respondents in that sample�may be even viewed as
missing values. Then, if they could be perfectly imputed (replaced by correct values), the
situation would have been the standard one from the usual sampling theory: with simple
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random sampling, the s sample�s mean would be the estimate of the population mean,
and the only uncertainty�that stemming from taking a sample instead of performing
a census�would be estimated based on the variance of the Y values in the s sample.
Unfortunately, the missing values cannot be imputed exactly.

Prior to introduction of the multiple imputation procedure, imputations resulted in
a single value being imputed, not re�ecting the degree of uncertainty regarding appro-
priateness of the imputed value. In the multiple imputation approach (Rubin, 1987),
imputation for a single missing value is performed several times using a model that in-
cludes stochastic elements, creating each time a quasi-complete data set. While none of
the imputed values by itself purports to represent what just i unit�s y � value would be,
taken together the imputed values both represent an estimate of the missing value and
re�ect the uncertainty regarding this estimate. Thus, the values imputed to a sample as
a whole allow for building a sample point estimate and also an estimate of its variance.
In a second step, a generalization is made from this sample to the population as a whole,
which is straightforward with for instance simple random sampling.

Let the imputation of missing Y values in a data set with i = 1; 2; :::; n units be
performed j = 1; 2; :::;m times. If the i unit�s Y value, y � , was observed, then it is
left unchanged; if it is missing, a value, y �� � , according to a model is set in place of the
missing value, where y �� � may di¤er from the next imputation, y �� � � � 	 
 . Each round of
imputations yields a quasi-complete data set, for which two statistics may be calculated:
a point estimate for that data set, ¹y �� = 	� P �
 � � y �� � , and a corresponding variance estimate,
V̂ � ¡¹y �� ¢ = �� � � � � � P �� �

�
¡y �� � ¡ ¹y �� ¢ � .

After all the m imputation rounds have been performed, assuming that the n units
were drawn by a simple random sampling procedure, the population point estimator can
be calculated,

b¹Y � � = ¹y � =
P  ! " # ¹y $!

m , (2)
and the estimator of variance for this estimator,

V̂
³b¹Y % &

´
=

P '( ) * V̂ + ¡¹y +( ¢
m +

µ
1 + 1

m
¶
B, (3)

where B is the between-sets variance of the point estimator,

B =
P ,- . / ¡¹y 0- ¡ ¹y 0 ¢ 1

m
In words, the variance comprises of two components, the �rst being the mean of the
individual data sets� point estimate variances, and the other a slightly in�ated between-
sets variance of the point estimates. Theoretical underpinning for the technique was given
by Rubin (1987).

2 Method
The study was performed as an experiment with a number of factors, with the primary aim
to investigate the bias reducing performance of multiple imputation in a double samples
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Table 2: Denotations for the covariance structures used in the study.
Covariance structure ½ � � ½ � � ½ � �

1 low low low
2 low low high
3 low high low
4 high low low
5 low high high
6 high low high
7 high high low
8 high high high

setup, varying the relevant conditions. Several multiple imputation procedures were
included, amongst them the propensity score, enabling comparison of the two alternative
adjustment approaches.

In order to verify that the results regarding the propensity score imputation would
agree with the ones from an earlier simulation regarding the propensity score weighting
(Lorenc, 2003b), some of the factors pertaining to that study were applied here. These
concerned in part the inner workings of the propensity scores technique (e.g. sample
sizes, ratio of the sample sizes), and in part breakage of the assumptions supporting the
propensity scores technique.

2.1 Factors
A brief motivation for inclusion of the factors follows.

2.1.1 Covariance structure
A bias in estimators arises in general due to correlation between the study variables and
the variables causing the unwelcome event (for instance, nonresponse). Indeed, with non-
response independent with the study variable, the data observed on the respondents are
perfectly valid for a point estimate. Correspondingly, all the adjustment methods attempt
to use the correlation of the relevant variables to correct for the bias. Thus, correlation
of the variables relevant for the situation at hand is a factor of great importance for per-
formance of the adjustment techniques. Furthermore, in real situations, the covariance
structure is not known (had it been known, no survey would have been needed!), but is
assumed instead to be such and such. The e¤ect of eventual misspeci�cations may be of
interest.

The covariance matrix in (1), setting V aside for the moment, produces 8 di¤erent
models when each of ½ � � , ½ � � , and ½ � � is held on one of the two positive levels, �high� and
�low�. Varying the covariance structure in this way gave the opportunity to investigate
the e¢ciency of the multiple imputation techniques under the �high� and �low� levels of
correlation between each of the covariates and the response (Table 2).

As this reduced, 3 £ 3, covariance matrix needs to be positive de�nite, a pair of the
lowest and the highest values of the three ½�s that in all the 8 combinations produced
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a positive de�nite matrix was by trial and error determined to be ½ � � � � � � = :22 and
½ � � � � � 	 
 = :78.

2.1.2 Sample size
Sample size of about 1100 is by tradition used in surveys if an estimate of a population
proportion is to be given with a 3 percent bound of error with a 95% con�dence. With
increased uncertainties due to imputation, it was hypothesized that samples of that size
perhaps would not su¢ce for achieving su¢ciently precise results. So, this factor had two
levels, n � � 
 = 1000 and n � � � � = 5000, where the latter level, by comparison, would result
in a 1:4 percent bound of error.

2.1.3 Ratio of the sample sizes
It is reasonable to assume that the two samples, the unrestricted and the restricted one,
will not be of the same size in practice, for instance that one of them was originally
drawn and the values recorded for a di¤erent purpose. While, in general, more data
ought to improve precision of the estimates, in some circumstances ratio of the sample
sizes might be of in�uence. This factor is thus included in the experiment, using three
levels (unrestricted sample�s size is in the denominator): 1=2, 2=2, and 3=2.

2.1.4 Multiple imputation methods
Five methods of multiple imputation were used, that is, all those existing in an exper-
imental version of proc mi included in SAS 8.2 (the latest version of SAS available
at the time of performing the present study): expectation maximization (EM), Markov
Chain Monte Carlo (MCMC) with initial mean and covariance estimates obtained by EM,
MCMC with initial mean and covariance estimates obtained by bootstrapping, regres-
sion, and propensity score. (For the details concerning application of these techniques to
multiple imputation c.f. SAS Institute Inc., 2001).

2.1.5 SITA violation #1
When ½ � � = 0, the SITA assumption of the conditional independence (Y ? Z) jX holds.
In other cases, it is violated. The impact of setting ½ � � to a particular value di¤erent
from zero on the performance of the multiple imputation adjustment was explored in the
experiment. In order not to in�ate the number of factors, V �s correlation with the other
variables, ½ � � , was the same across the variables within a condition. The value of ½ � � was
set to ¡:175 in order to ensure comparability with the corresponding level in (Lorenc,
2003b).

For this factor, consisting of two levels, the reference �SITA violation #1� is used in
what follows.

2.1.6 Inclusion of all relevant variables
E¢ciency of the adjustment methods is contingent on inclusion of all relevant information
among the observed data. In the propensity score approach for instance, this requirement
is expressed through the assumption (Y ? Z) jX, e¤ectively stating that all information
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regarding sample inclusion indicator Z ought to have been gathered into the auxiliary
variables X.

This factor was a variant of �SITA violation #1�, the di¤erence being somewhat a
conceptual one: here, a variable existed that we ought to have observed but failed to do
so while, in the previous case ((Y \Z) j X, where \ denotes dependence), the nature of
the phenomenon was such that Y and Z were tangled and could not be untangled by
conditioning.

In real conditions, the requirement is di¢cult to verify and presumably not strictly
ful�lled. Whether it is of higher importance to measure �the background information�
variable X � , or �the participation� variable X � , or both, is investigated by varying this
factor.

2.1.7 SITA violation #2
When assignment to the subset is set by Z = I � � � � , the SITA assumption 0 < e (x) 6 1
holds. In that case, e (x) ´ ©(x � ), the cumulative distribution function of the standard
normal variable X � , which is never strictly 0. But, setting, for instance, Z = I � � 	 
 � � 
 � � � �
violates the above assumption�in words, units with x � less than 0 have no chance of
appearing in the restricted sample r, and vice versa.

It may be shown that, in the case Z = I � � 	 
 � � 
 � � � � which violates the SITA assump-
tion, the regression line of E (Y jX � ) is in the present model nevertheless the same for
both samples. Thus, the regression techniques are expected not to be a¤ected by this
violation but the propensity score technique is expected to be a¤ected.

For this factor, consisting of two levels, the reference �SITA violation #2� is used
below.

2.2 Summary of the studied factors
The following factors were thus included in the study:

1. Covariance structure [denoted covstr in the Tables and Figures]: 8 levels (the 8
models presented in Table 2),

2. Sample sizes [ssize]: 2 levels (�low�, n � � � = 1000, and �high�, n � � � � = 5000, for s
sample),

3. Ratio of k, the size of the sample r, to n, the size of the sample s [knratio]: 3 levels
(1=2, 2=2, and 3=2, giving the restricted sample�s sizes k � � � = f500; 1000; 1500g
for the �ssize low� condition and k � � � � = f2500; 5000; 7500g for the �ssize high�
condition ),

4. Observed variables [observed]: 3 levels (only X1 observed, only X2 observed,
both X1 and X2 observed),

5. Method of multiple imputation [method]: 5 levels (em, mcmc/em, mcmc/boot,
reg, and prop),

6. SITA violation #1 [sitavio1]: 2 levels (�N�, ½ � �  ! " = 0, and �Y�, ½ # $ % & ' ( ) = ¡:175),
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7. SITA violation #2 [sitavio2]: 2 levels (�N�, 8i : 0 < e (x � ) < 1, and �Y�, 9i :
e (x � ) = 0).

2.3 Procedure
For each combination of the levels of the all the factors except method and observed,
b = 1000 independent trials were run � , where a trial consisted of generating a simulated
population given in (1) of size N = 50000 with the required properties, taking an un-
restricted sample s and a restricted sample r, performing the multiple imputations, and
calculating the required statistics (given below under this same heading) from them.

As comparison of the multiple imputation techniques and of the e¤ects of observ-
ing di¤ering amount of information were of interest, the required statistics for the levels
of the factors method and observed were calculated on the same sets of data. To
each pair of drawn samples, the �ve methods of multiple imputation were applied (i.e.
the method factor), and, within each method, multiple imputation was performed for
the partial variable observation (only X � �the background variable, only X � �the par-
ticipation variable) and the complete variable observation (both X � and X � ) (i.e. the
observed factor). Based on the multiple imputations, a point estimate and an estimate
of its variance were calculated using the expressions in (2) and (3).

Number of imputations of Y values into the unrestricted sample was set to always
give 50000 imputed observations, the size of the population, and was thus m = 50 for
n � � � and m = 10 for n � 	 
 � .

The experimental proc mi of SAS 8.2 was used throughout. For the propensity score
imputation technique, the default number of strata, L = 5, was used.

For each of the draws, two statistics were recorded:
1. bias of the point estimate, the di¤erence between the estimator and the estimand

(i.e. b¹Y � � ¡ ¹Y , where ¹Y is the population mean of Y in the current population),
and

2. whether the estimand was within the nominal 95% con�dence interval computed
using the estimated variance in (3), that is

CI = b¹Y 
 � § 1:96
r
V̂
³b¹Y � �

´
.

These two statistics enabled derivation of two summary statistics for each combination
of the experimental levels:

² mean bias across the b trials (MeanBias in the reported Figures and Tables), and
� � � � � � � � � � � � � � � � � � � � � � � � � �  � � ! � � � " # ! � $ # % � & ' � � # ! � � � � ! � # ' � ! � & # � � � � ' # ! � � ! & � � # ( ) ) )

* + , - . / 0 , 1 - + 2 3 2 0 4 5 6 , . / 6 0 , 0 7 / 3 1 8 1 9 1 8 - : ; < = > ? @ A B C D E F G H I J G D H K L A M N O P O Q R S T Q U U V P T W X R T S S Y W Z [ T S
S \ O U O ] O U ^ _ ` a b c d e f g h i j k l m n o p q r s t u v w x y z { | z } { ~ | � z | � � � � � y � � � � � x z � � � � � x � { � � � x � � { � � { � � � �� � { x � } | � � � � � � � � z { � � y � � � � � z } { � � � z � � � { � � � � z x z � � � � � � � � � � � � � � � � � � �   ¡   � ¢ £ ¤ ¥ ¦ § ¨ © ª « ¬­ ® ¯ ® ­ ° ± ² ³ ´ ´ µ µ ¶ µ · ¸ ¯ ® ¹ ¸ º ® ¸ » ¼ ¸ ¹ ´ ® ¹ µ ½ ¸ ¾ ³ · ¼ ´ ® ½ µ ¹ ¸ ° ³ · º ­ ® ¾ ¼ ­ ´ ³ ¿ ­ ® ³ ¾ ¿ ¼ ´ ¸ ´ ³ µ · À Á Â ® Ã Ä Å Ä Æ Ç È É Ê Ë Ì Í Ç Î
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² empirical con�dence level: proportion of con�dence interval �hits��the mean of
the statistics in item 2 above across the b trials (Clevel).

When percentage reduction in bias for the summary statistic MeanBias is presented,
it was calculated using

prb
³
µ̂ � � �

´
= 100

0
@1¡

¯̄̄ �� P �
� � � µ̂ � 	 
 ¡ µ

¯̄̄
¯̄̄
µ̂ � ¡ µ

¯̄̄
1
A ,

where µ̂ � 
 � , µ̂ � , and µ are the estimator adjusted using the technique and under the circum-
stances f¢g, the unadjusted estimator (based on the r sample only), and the estimand,
respectively. Thus, prb was calculated from the summary data, and not for each generated
population separately.

The statistics MeanBias and Clevel are reported as results in the next section.

3 Results
The results of the simulation are presented in tabular and graphical form. The main table �
of results consists of percentages reduction in bias and empirical con�dence levels of the
multiple imputation adjusted (MI-adjusted, for short) estimator under conformance and
the deviations from the assumptions. Second-order interaction plots of the studied factors
are added with the aim to give the reader an impression about the individual contributions
of the studied factors on the simulation statistics, as well as about the contributions of
their interactions. Two additional kinds of tables, containing more detailed information,
also exist: ANOVA tables for each of the summary statistics, up to second order e¤ects,
and tables of means of the �rst and second order e¤ects, across all the levels partaking
in the current analysis. These tables�too large and detailed to constitute a part of the
text�are given in the Appendix.

Amongst the factors that showed to have a dominating e¤ect on the observed simula-
tion statistics were those related to violations of the assumptions for the propensity score
technique. In order to give a clear picture of the contributions of all the factors investi-
gated, �rst presented is the case where all the assumptions held. Investigated there were
the e¤ects of covariance structure, sample size, ratio of the samples� sizes and method of
imputation. Then, keeping constant a factor of lesser signi�cance (knratio), the three
deviations from the perfect situation were introduced.

There are 8 cases all in all (including the one where all the assumptions held), as the
Table 3 illustrates. The results are presented in this order.

Within cases, the results are presented �rst for the point estimation (i.e., the simu-
lation statistics MeanBias), followed by those regarding con�dence levels for the point
estimation (i.e., the statistics Clevel).

� � � � � � � � � � � � � �
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Table 3: The eight cases of assumption violations.
Case Only X � observed ½ � � 6= 0 Z = I � � � � � � 	 
 � � 

0 no no no
1 yes no no
2 no yes no
3 no no yes
4 yes yes no
5 yes no yes
6 no yes yes
7 yes yes yes

3.1 Case 0: All the assumptions held
In the situation where all the assumptions held and the complete information was ob-
served, the factor with the dominating e¤ect was method: the impact of a sole impu-
tation technique, the propensity score, overrode all the other e¤ects for both MeanBias
and Clevel (Figures 1 and 2). In order not to obscure the e¤ects of the other factors, the
analysis was split into two: the main analysis was performed without the method=prop
level, while separately the performance of the propensity score as a technique for multiple
imputation was compared to that of the propensity score weighting (p. 27).

With the propensity score excluded, the multiple imputation corrected practically all
of the bias due to observation of the Y values only in the restricted sample r. For none of
the factors and levels conforming to the SITA assumptions wasMeanBias larger than :002
(Figure 3), giving a reduction in bias of at least 98:5% for any particular combination of
the levels. Across all the levels, the mean percent reduction in bias was 99:8%. Likewise,
all the con�dence intervals were on at least the nominal 95% level (Figure 4), more than
half of them though somewhat conservative, actually achieving a 98 ¡ 99% con�dence
level.

Because the factor method, with the propensity score technique excluded, showed
no impact in the ANOVA decompositions for the simulation statistics (Tables I and II in
the Appendix), the results were in the following taken across all the four remaining levels
of this factor.

The other factors did have a signi�cant impact in the analysis of variance of both sim-
ulation statistics, MeanBias and Clevel . Except for covstr, their e¤ects were straight-
forward.

ForMeanBias, increase of ssize decreased the bias of the MI-adjusted point estimator,
and the increase of knratio decreased the bias of the estimator (Figure 3). When
evaluating the e¤ect of covstr, it ought to be recalled that the 8 covariance structures
had two levels of the original bias. This bias was a function of ½ � � , the correlation between
the participation variable and the study variable, which itself had two levels, ½ � � � � � � = :22
and ½ � � � � � � � = :78, giving the bias (½ � � £ ¼ �

�� ) of either :124 or :440. The results indicate
that percentage reduction in bias with MI-adjustment was very good (Table 4), but was
somewhat lower for the structures with low ½ � � (i.e. 1, 3, 4, and 7), 99:7% on average,
than for those with high ½ � � , 99:9% on average.

With respect to the statistic Clevel, the factors had the following e¤ect. Increase in
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Figure 1: Case 0, interaction plot for MeanBias, with method=prop included.
(Identi�cation of covstr levels given in the text.)

Figure 2: Case 0, interaction plot for Clevel, with method=prop included.
(Identi�cation of covstr levels given in the text.)
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Figure 3: Case 0, interaction plot for MeanBias, with method=prop excluded. (Iden-
ti�cation of covstr levels given in the text.)

Figure 4: Case 0, interaction plot for Clevel, with method=prop excluded.
(Identi�cation of covstr levels given in the text.)
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Table 4: The unadjusted estimators ¹Y � (the means across all drawn populations), and
the adjusted estimators b¹Y � � � � with their corresponding percentages reduction in
bias (prb) and empirical con�dence levels of the nominal 95 percent con�denceintervals (Clevel) for the 8 treated cases and, within each, for the 8 covariancestructures across all the levels not de�ning a case.� � � � 	 � 
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ssize moved the empirical con�dence level somewhat towards the nominal one: from :974
to :969, while increase in knratio moved the empirical con�dence level away from the
nominal one: from :964 to :974 to :975 (Figure 4). There was a signi�cant interaction
between the factors (Table II in the Appendix). The structures in covstr fell into two
groups with respect to Clevel: a smaller one (the structures 5, 6, and 7) with the nominal
con�dence level practically coinciding with the empirical one, 95%, and a larger one with
the nominal con�dence level too conservative with respect to the empirical one, 98¡99%.
The three covariance structures in the former group are characterised by having exactly
two of the three correlation coe¢cients (½ � � , ½ � � , ½ � � ) high � .

The length of the simulations necessitated that one of the factors be held at a con-
stant level. The factor chosen for this was knratio, with its worst performing level
kept. Regarding the choice of the factor, both covstr and ssize seemed indispensable;
regarding the choice of the level, its implication was that the actual results could not
be worse than those reported, seen in the frame of reference of the originally conceived
experiment. Missing though will still be the interactions between the levels of the factor
knratio and of those of the other factors. At the level knratio=1/3, the MI-adjusted
point estimator did have a residual bias (about :0009 across all the levels), and it is
from this point of departure that the rest of the analysis was performed. In practical
applications the situation is probably much worse than this.

The results reported thus far were obtained using complete information, that is, both
X � and X � were available for the multiple imputation procedures. Availability of only
X � (i.e. exclusion of X � ) does not represent a violation of the studied assumptions as
X � ? V when ½ � � = 0 (which was the case thus far), why even (Y ? Z) jX � instead of
(Y ? Z) jX holds. In continuing the analysis for Case 0 (no assumption violations), the
factor observed replaced the previous knratio.

The factor observed interacted with the factor covstr in the following way. A
change from observing onlyX 	 to observing both auxiliary variables in�uenced MeanBias
(Figure 5) of four of the covariance structures (5�8), converging it towards the common
value�which, it may be recalled, is about :0009 at the current level of knratio. A
change from observing only X 
 to observing both X � and X 
 took also the Clevel (Figure
6) of three of these four covariance structures�all but number 8� from the common
one of :97 to the nominal :95. For the other covariance structures, neither MeanBias nor
Clevel were a¤ected by the factor observed. And, the other interactions of this factor
seem to be just the consequence of its aforementioned interactions with covstr.

3.2 Case 1: Participation variable not observed
Next in the analysis, also the level of observing only X � was included. Observing only X 

amounts to observing incomplete information: the participation variable X � is required
instead in order to �explain� Z. It might be recalled that the original bias was due to
the correlation ½ � � between the participation variable and the study variable. So, insofar
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Figure 5: Case 0, interaction plot for MeanBias�the factor knratio replaced by ob-
served. (Identi�cation of covstr levels given in the text.)

Figure 6: Case 0, interaction plot for Clevel�the factor knratio replaced by ob-
served. (Identi�cation of covstr levels given in the text.)
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Figure 7: Case 1, interaction plot for MeanBias. (Identi�cation of covstr levels given
in the text.)

as the observed X � and X � or X � and Y would be correlated, it might be expected that
observation of X � would help in correcting the bias of the unadjusted estimator ¹Y � .

Observing only X � (i.e. observed=x1) had a large e¤ect on both the point esti-
mator (Figure 7) and on its estimated nominal 95% con�dence level derived from the
point estimate and its estimated variance (Figure 8). For the point estimator, the dom-
inating e¤ects in the ANOVA decomposition (Table VII in the Appendix) were those of
observed and covstr, as well as of their interaction. It is notable that neither ssize
nor method had a signi�cant e¤ect.

When the original bias of ¹Y � as the estimator of ¹Y was high, observing an auxiliary
variable highly correlated with only either X � or Y contributed little to the bias reducing
power of the MI-adjusted estimate (rows 2, 5, and 6 vs. row 8 corresponding to the
estimator b¹Y � � � 	 in Table 4). Both correlations needed to be strong in order to achieve
a larger�here 73%�reduction in bias. When the original bias was low, it took exactly
one of the correlations of the observed X 
 with X � or Y to be high to achieve this same
level of reduction in bias (row 1 vs. rows 3 and 4 corresponding to the estimator b¹Y � 
 � �

of Table 4). That both were high though became detrimental to the e¢ciency of the
adjustment, by overadjusting in the negative direction thus doubling the original bias
(row 7 corresponding to the estimator b¹Y � 
 � � of Table 4). An analogous e¤ect when
observing only X � was noticed in the related simulation study of the e¢ciency of the
propensity score weighting (Lorenc, 2003b).
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Figure 8: Case 1, interaction plot for Clevel. (Identi�cation of covstr levels given in
the text.)

It can be also noted, from Figure 7, that under the studied conditions and other things
being equal, it was by far more important to observe an auxiliary variable strongly related
to participation (here, X � ) than an auxiliary variable not strongly related to participation
(here, X � ).

Performance of Clevel, with only X � observed, followed the performance of MeanBias
in the same situation. The covariance structures for which the point adjustment had
little or no e¤ect (or an adverse e¤ect) were also completely o¤ the mark with respect to
the calculated con�dence intervals (the structures 2 and 5�7) or much below the targeted
95% level (the structures 8 and 1). The empirical Clevel of the adjusted estimator was
for the remaining two covariance structures (3 and 4) closer to but still below the nominal
level. All the �rst order e¤ects but method had a highly signi�cant contribution in the
ANOVA decomposition (Table VIII in the Appendix).

3.3 Case 2: Y and Z correlated after all relevant information observed
(SITA violation #1)

The dependence between the study variable Y and the indicator of the subset membership
Z that remains after conditioning their joint distribution on the auxiliary information,
symbolically represented with (Y\Z) j X, violates one of the assumptions of SITA. In
such a situation, in words, there exists information in the subset membership Z about
Y that is not available for adjustment. This factor, named sitavio1, was now added
to the 4 previously analysed ones: covstr, ssize, method, and observed (excluding
observed=x1).
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Figure 9: Case 2, interaction plot for MeanBias. (Identi�cation of covstr levels given
in the text.)

A change in the covariance structure from a ½ � � = 0 to a negative ½ � � moved the MI-
adjusted point estimates in the positive direction, thereby increasing MeanBias. (Figure
9) and decreasing Clevel (Figure 10). The e¤ect on both statistics was di¤erential with
respect to the covariance structures, that is, the original bias depending on ½ � � . For
the point estimate, the largest e¤ect in terms of both MeanBias and prb was on the
structure number 4 (whose prb was practically annulled, being reduced to only 10%),
and then, in the descending order of any of the two statistics, 1, 7, 3, 6, 2, 8, and 5.
The structures with the high original bias, that is, those with high correlation between
the participation variable and the study variable (2, 5, 6, and 8), were also more robust
to the violation, compared with the other group (1, 3, 4, and 7): the average prb for
the groups was 95% and 55% respectively. Again, an analogous e¤ect was noticed in
the related simulation study of the e¢ciency of the propensity score weighting (Lorenc,
2003b). All the included �rst order e¤ects but ssize had a highly signi�cant contribution
in the ANOVA decomposition (Table X in the Appendix).

Introduction of a serious bias in the adjusted point estimates, achieved through in-
troducing a nonzero ½ � � , had a consequence even for the con�dence levels based on these
estimates. In general, they were not able to hold the nominal level, the highest empir-
ical Clevel being :859 (related to structure 8), and the lowest (related to structure 7)
being :286. Presumably because they were more robust to the violation in the case of
the preceding point estimates, the structures with the high original bias (2, 5, 6, and 8)
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Figure 10: Case 2, interaction plot for Clevel. (Identi�cation of covstr levels given in
the text.)

were also more robust in the case of the con�dence levels; the di¤erence was though not
as pronounced as previously: :715 for the high original bias group and :411 for the low
original bias group.

3.4 Case 3: Not all units given a positive probability to appear in r (SITA
violation #2)

When the determining property of the subset was Z = I � � � � � � � � � 	 
 , instead of Z = I � � 
 

which was applied thus far, no unit in the subset may have taken on a negative value
of X � . In other words, units with the negative X � had no chance of appearing in the
sample from the subset, r. This level, termed �SITA violation #2�, was introduced in
the analysis next.

Existence of the level sitavio2=yes in the simulations had little impact on the point
estimates and on the con�dence levels for these estimates. The overall MeanBias for this
factor, across all the other levels, changed from :0007 to :0002 (it may be recalled that the
level knratio=1/2, on which the simulations after Case 0 were run, did have a residual
bias that was estimated to be about :0009 across the other levels). The most important
interaction between sitavio2with covstr was through the covariance structure 4, whose
mean bias was lowered by almost :002 (Figure 11 and Table XV in The Appendix).

There was still a considerable resemblance between the interaction plots for MeanBias
in the present case and in Case 0 (Figure 11 compared to Figure 5); similar comparison
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Figure 11: Case 3, interaction plot forMeanBias. (Identi�cation of covstr levels given
in the text.)

Figure 12: Case 3, interaction plot for Clevel. (Identi�cation of covstr levels given in
the text.)
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for Clevel�Figure 12 with Figure 6�also showed little change. The percentage reduc-
tion in bias, too, has changed little by introducing SITA violation #2, as column prb
corresponding to b¹Y � � � � in Table 4 illustrates.

3.5 Case 4: Participation variable not observed and SITA violation #1
The cases 4-6 present pairwise combinations of the SITA violations investigated under
Case 1 � Case 3. Manner of the presentation is brief, but the details concerning all the
simulation statistics can still be found in the Appendix.

It may be recalled that observing only X � �treated as Case 1 above�did have a
selective impact on the prb of the MI-adjusted estimator, depending on the covariance
structure: being still of some help for some of them (3, 4, and 8), of little help for the
others (1, 2, 5, and 6), and devastating in one case (7), more than doubling the original
bias. And, also that introduction of SITA violation #1�treated as Case 2�in general
moved the point estimates in the positive direction, to which the structures with the
high original bias were more robust (prb of about 95% after adjustment) than those with
the low bias (prb of about 55% after adjustment). For no structure was the adjusted
estimator, with SITA violation #1 present, more biased than the unadjusted estimator¹Y � .

Introduction of both violations simultaneously did have much more detrimental con-
sequence on the point estimator than their individual introduction have had (MeanBias
given in Figure 13 and column prb corresponding to b¹Y � � � � in Table 4). It was here, too,
conditional on the covariance structure, following a pattern similar to that discussed con-
cerning Case 1. Even here, the e¤ect of the strong violations was an unusable adjusted
point estimator, for half of the structures actually increasing the original bias, with an
unusable con�dence level, not larger than 60% but for most of the structures actually
zero.

In the cases where the point estimate is seriously biased there is little sense in building
con�dence intervals around these wrongly placed points, why the results concerning Clevel
are not presented here (but can be found in the Appendix, Tables XVII-XVIII).

3.6 Case 5: Participation variable not observed and SITA violation #2
The e¤ect of the sole assumption violation sitavio2=yes, presented as Case 3, was with
the MI-adjusted estimator negligible with respect to both MeanBias and Clevel. This
e¤ect also dampened here the strong and di¤erential (conditional on the covariance struc-
tures) in�uence of observing only X � , reducing the adjusted estimators bias somewhat
(column prb corresponding to b¹Y � � � � in Table 4 compared to column prb correspond-
ing to b¹Y � � � � in Table 4). But, even with this moderating e¤ect of sitavio2=yes, the
consequences were still damaging for Clevel with most of the covariance structures, the
exceptions being 3 and 4 with about 77% con�dence level.
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Figure 13: Case 4, interaction plot forMeanBias. (Identi�cation of covstr levels given
in the text.)

Figure 14: Case 5, interaction plot forMeanBias. (Identi�cation of covstr levels given
in the text.)
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Figure 15: Case 6, interaction plot for MeanBias. (Identi�cation of the covstr levels
given in the text.)

3.7 Case 6: SITA violations #1 and #2
The situation with all the information observed, but with the two SITA violations present
at the same time, did not di¤er much from the one with only the �rst of the SITA
violations (Case 2). Actually, even here�as with the preceding Case 5�the violation
SITA violation #2 dampened the in�uence of SITA violation #1, reducing the bias of
the adjusted estimators caused by this latter violation somewhat (column b¹Y � � � � in Table
4 compared to column b¹Y � � � � in Table 4): the average prb for the more robust group with
the high original bias (2, 5, 6, and 8) was 97%, while for the other group (1, 3, 4, and 7)
it was 55%�for both somewhat higher than in Case 2. The con�dence levels were thus
also somewhat higher compared to Case 2: :796 for the high original bias group and :629
for the low original bias group.

3.8 Case 7: All the violations at the same time
Finally, simultaneous introduction of all the studied assumption violations into the analy-
sis produced results that were in accord with the ones from the two preceding Cases.
Presence of SITA violation #2 had a certain dampening e¤ect on MeanBias, compared
to the corresponding Case 4 (column b¹Y � � � � in Table 4 compared to column b¹Y � � � 	 in
Table 4). This unfortunately did not su¢ce to produce usable con�dence levels.
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Figure 16: Case 7, interaction plot for MeanBias. (Identi�cation of the covstr levels
given in the text.)

3.9 The propensity score method
An analysis of the results of the multiple imputation adjustment when the technique for
multiple imputation is the propensity score (SAS Institute Inc., 2001) was performed
separately of that of the others due to the large di¤erences that resulted from the use
of this speci�c technique in comparison to the other four techniques. The analysis is
presented in two parts, �rst the one concerning the situation where all the assumptions
held (corresponding to Case 0 above), and the next the one where all the violations were
present simultaneously (corresponding to Case 7 above).

3.9.1 Case 0: method=prop, all the assumptions held
Three factors were investigated when all the assumptions held, covstr, knratio and
ssize. All three had a signi�cant e¤ect in the ANOVA decomposition, in the order
mentioned (Table XXVIII in the Appendix). There were two distinct groups of covariance
structures with respect to both MeanBias and Clevel: those with a high original bias on
the one hand (the structures 2, 5, 6, and 8) and those with a low original bias on the
other (1, 3, 4, and 7). The residual bias was larger for the former group as well as the
con�dence level lower, compared with the latter group. Percentage reduction in bias was
though the same in both groups�83%.

The other two factors had the following e¤ects: raise in knratio raised the bias of
the MI-adjusted estimate (Figure 17) and�for the structures with high original bias�
lowered the con�dence level (Figure 18). Raise in ssize lowered (marginally) the bias
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Figure 17: Case 0, only the level method=prop, interaction plot for MeanBias.
(Identi�cation of the covstr levels given in the text.)

but also lowered markedly the con�dence level for the adjusted estimate, in relation to
the nominal con�dence level. Even here was the impact on Clevel dependent on the
covariance structure: structures with a high original bias su¤ered a larger con�dence
level loss.

As results from a simulation study of the propensity score weighting (PS-weighting)
based on the same population model as the present study were available (Lorenc, 2003b),
it was also possible to compare the e¢ciency of that weighting technique, discussed under
heading �The propensity score approach� in Section 1 above, with MI-adjustment when
the propensity score was used for multiple imputations (i.e. method=prop in the
present study). The corresponding results for MeanBias and Clevel from that study are
given in Figures 19 and 20, respectively.

With the PS-weighting, change in knratio did not have an e¤ect on MeanBias, in
contrast to MI-adjustment, where increase in knratio increased the bias of the adjusted
point estimator. The pattern of in�uence of knratio on Clevel was similar between the
adjustment approaches, the di¤erence being that, for MI-adjustment, structures with low
original bias did not interact with knratio, but that for the PS-weighting there was an
interaction: increase in knratio decreased the con�dence level.

The pattern of the interaction plots was in general similar between the approaches.
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Figure 18: Case 0, only the level method=prop, interaction plot for Clevel.
(Identi�cation of the covstr levels given in the text.)

Figure 19: The propensity score weighting, Case 0, interaction plot for MeanBias.
(Identi�cation of the covstr levels given in the text.)
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Figure 20: The propensity score weighting, Case 0, interaction plot for Clevel.
(Identi�cation of the covstr levels given in the text.)

It is though interesting to note that the PS-weighting produced point estimates that
were approximately as biased as theoretically expected, while MI-adjustment with the
propensity score technique produced estimates that were more biased �than necessary�.
The means for the estimates adjusted with the PS-weighting were :015 and :054 for the
low and high original bias structures respectively, agreeing with the analytic derivation
in (Lorenc, 2003a), while the corresponding numbers for the MI-adjustment using the
propensity score technique were higher, :021 and :075 respectively.

3.9.2 Case 7: method=prop, all the violations simultaneously present
Before presenting the e¤ects of introduction of the assumption violations, a comment
regarding a �nonviolating� di¤erence between observing full and partial auxiliary infor-
mation. With the other multiple imputation techniques, using all available information
(i.e. both X � and X � ) was more e¤ective that using only X � (Figure 5), primarily be-
cause of the bias reduction for the structures 5, 6, and 7. While from Figure 21 (pane
covstr£observed) it appears that the opposite was the case with the propensity score
as the MI-technique (i.e. that the bias had increased by a change from observing X � to
observing both X � and X � ), the apparent large increase is the result of confounding in
this two-way graphical representation of the di¤erential e¤ect of the SITA violations on
the covariance structures. In an analysis that removed all the violations (not graphically
presented here), the increase in bias due to observing both X � and X � was negligible.

All three assumption violations, sitavio2, observed=x1, and sitavio1, had a
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Figure 21: Case 7, only the level method=prop, interaction plot for MeanBias.
(Identi�cation of the covstr levels given in the text.)

strong impact on the bias of the adjusted point estimator, in the order mentioned (Figure
21 and Table XXXIII in the Appendix). Observing only X � created a considerable bias
that was di¤erential with respect to covariance structures (pane covstr£observed=x1
in the �gure), SITA violation #2 in general ampli�ed that bias (pane covstr£sitavio2),
while SITA violation #1 moved some of the adjusted point estimates in the positive di-
rection (pane covstr£sitavio1). The only factor not signi�cant in the ANOVA de-
composition was ssize (Table XXXI in the Appendix).

Finally, as the same data exist for the simulation study of the PS-weighting mentioned
previously, they are given here in Figure 22 for the sake of comparison. The same broad
description of the e¤ects of the violations is in e¤ect here too: the level observed=x1 in-
troduced a large bias that was di¤erential with respect to covariance structures, sitavio2
ampli�ed the bias of some of the structures, and while sitavio1 moved in general the
adjusted point estimates in the positive direction. The signi�cant di¤erence was that the
absolute level of bias introduced by the violations was much higher with the PS-weighting:
the technique proved to be less robust to violation assumptions than the MI-adjustment.

4 Conclusions
The aim of this simulation study was to demonstrate the e¢ciency of multiple imputation
as a bias reducing technique in situations with double samples. After a summary of the
main results, that comes �rst, a discussion of the robustness of the technique is given
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Figure 22: The propensity score weighting, Case 7, interaction plot for MeanBias.
(Identi�cation of the covstr levels given in the text.)

with a view at its practical application.

4.1 E¤ects of the factors studied
Among the factors conforming to the assumptions, increase in sample size had the ex-
pected general e¤ects of producing point estimates with higher accuracy and empirical
con�dence levels closer to the nominally declared ones.

Ratio of the sample sizes did also have a positive correlation with accuracy and correct
interval prediction, which at least partially must be accounted for by the mere increase
in the number of observations available for the analysis associated with the higher levels
of this factor. In other words, had a change in sample ratios not have changed the
combined samples� size, a more proper view on the contribution of this factor would have
been gained.

The technique for multiple imputation was the sole factor that consistently proved to
be insigni�cant with respect to both point estimation and con�dence level. Presumably,
the model used for generating the populations did not let the advantages of the more
robust, and more demanding in terms of computer power, MCMC techniques to show
up.

Of the covariance structures studied, one turned up to be particularly dangerous for
a statistician wishing to correct for the bias of the unadjusted estimate. The structure
turns against the statistician when a strong participation variable is disregarded, and
consists of a strong correlation between the auxiliary variable and the study variable as
well as a strong correlation between the auxiliary variable and the participation variable,
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but a week correlation between the participation variable and the study variable. This
latter fact assures that the bias due to the sample�s origin in the subset is little, but two
forceful adjustments are nevertheless performed, overadjusting the mild bias. The prob-
lem with this particular covariance structure disappears when the participation variable
is observed. Of course, in practical applications an exact knowledge of the correlation
between the participation variable and the study variable does not exists in advance, but
reasoning and consulting existing results might give some prior information about these
relations.

The factors violating the assumption did all have a signi�cant e¤ect on the simulation
statistics. The primary purpose of introducing them was a demonstrative one: particular
choices of the levels of the assumption violating factors were too many. Nevertheless,
some wider statements may be made, as follows.

4.2 Robustness of the technique
The present study addressed even the issue of robustness to assumption violations of the
estimates produced by multiple imputation adjustment. With the population model as
used in the present study, to give to some units in the population a zero chance to appear
in the restricted sample (e.g. a web sample) did not have any deteriorating e¤ect on the
quality of the point and variance estimates�they were on target practically just as with
no assumption violations. The reason for this, technically, was that relation between the
participation variable and the study variable was linear in both the population and the
subset, with these two lines parallel. Whether multiple imputation adjustment would be
as robust to this praticular violation in practical applications as in the present simulation
study will depend on whether the linear and parallel relation holds also for the variables
in the real study.

Robustness of the technique to a residual correlation between the study variable and
the subset indicator was dependent on the correlation between the study variable and
the participation variable. With high correlations, there was a slight downgrading e¤ect,
about 5% on the bias reduction and somewhat more, by about .25 on average, on the
con�dence level produced from the variance estimator. With low correlations, the e¤ect
was much harsher, bringing down the bias reduction to a half, and producing con�dence
intervals of little use. This stresses the importance in real studies of collecting auxiliary
information that strongly predicts participation of the units in the subset from which
the restricted sample originates. From the present study, it is by far more important
to collect this information than other auxiliary information, not related to participation.
This position was apparently taken by Terhanian, whose procedure included collecting
attitudinal and behavioural auxiliary information in addition to classical demographic
variables (Terhanian et al., 2001).

Frail rather than robust was the technique to failure to observe the participation
variable. (By assumption, all information relevant for sample assignment needs to be
collected). While a pattern was observed regarding di¤erences between the covariance
structures in bias reduction caused by this factor, such that in some particular cases the
e¤ect was less damaging than in others, the results are not of other than academic interest
as the correlation between the study variable and the other variables in the population
is not known in advance.
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4.3 Further work
Among the possible future work, three topics are brought up here.

In the situation when the assumptions held (Case 0 above), for �ve of the eight covari-
ance structures the variance estimates were too conservative�the three nonconforming
ones being those with almost singular covariance matrices, why say Y could have almost
ideally be predicted from the other variables. In practical applications, where singularity
need not be the case, the variance estimates using the multiple imputation adjustment
would thus be too large and the resulting con�dence intervals too wide. Ways of improv-
ing the variance estimates may thus be a topic of interest for future work.

Further, while it was the intention of the present study to address the di¤erence
between the multiple imputation techniques, this failed due to an inappropriate choice
of the model for that end. Such an investigation, considering the pros and cons of the
di¤erent techniques with respect to the underlying population remains for an eventual
future study.

Related to this, the advantage of multiple imputation adjustment over the propen-
sity score weighting, demonstrated in this study, may be accounted for by the simple,
practically linear model used for the population. The propensity score is e¤ective (i.e., it
reduces most of the bias) even in much more complex variables structures; some of the
used techniques for multiple imputation (e.g. the MCMC techniques) are that, too. It
might be thus of interest to investigate the circumstances in which the propensity score
weighting eventually would perform better than multiple imputation adjustment.

4.4 Summary
The present simulation study showed that multiple imputation adjustment in a double
samples setting came close to being perfect both for the point estimates and the estimates
of their variance. In order for this to be so, some assumptions needed to be ful�lled, but
these were not stronger than for any weighting technique in the double samples setup (e.g.,
for the propensity score weighting). The study also demonstrated the impact of a number
of factors on the e¢ciency of the technique, some of the factors related to the performance
of the technique in general, and some related to violations of the assumptions. Of great
importance turned out to be collection of information predictive of units� participation in
the special subset from which the non-random sample comes, much greater than �usual�
auxiliary information. With this information carefully collected, multiple imputation may
in many cases give point estimates with most of the bias removed and with con�dence
levels not too far from their nominal levels.
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Appendix to: �Multiple Imputation with Double
Samples: A Simulation Study�

Table I: Case 0 (without method=prop), Analysis of Variance for MeanBias, using
Adjusted SS for Tests.
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Table II: Case 0 (without method=prop), Analysis of Variance for Clevel, using Ad-
justed SS for Tests.
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Table III: Case 0 (without method=prop), means and standard errors (SE) of 1st and
2nd order e¤ects on MeanBias and Clevel across the other factors.
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Table IV: Case 0 (factor observed substituted for factor knratio), Analysis of Vari-
ance for MeanBias, using Adjusted SS for Tests.
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