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" What is data mining?

”Data mining uses sophisticated
statistical analysis and modeling
technigques to uncover patterns and
relationships hidden in
organizational databases-patterns
that ordinary methods might miss.”
-Two Crows Corporation (1998),p.1

”Data Mining [is] the process of
efficient discovery of nonobvious
valuble information from large
collection of data.”

-Berson and Smith (1997), p.565

”Data Mining, as we use the
term, is the exploration and
analysis by automatic or
semiautomatic means, of large
guantities of data in order to
discover meaningsful patterns
and rules.”

-Berry and Linoff(1997), p.5

”Data Mining is the process of discovering
meaningful new correlations, patterns and
trends by sifting through large amounts of data
stored in repositories, using pattern
recognation technologies as well as statistical
and mathematical techniques.”

-Erick Brethnoux, Gartner Group
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“The process of selecting, exploring, and
modeling large amounts of data to

_uncover previously uaknown information
for a business advantage

Significant &

Operational Systems Actionable Information

& Data Warehouse

~ Ggsas

THE
TO KNOW.




I Data Mining Is:

= Discovering patterns and relationships represented in
data.

= Developing models to understand and describe
characteristics and activity based on these patterns.

= Using this understanding to help evaluate future options,
gain insights and take decisions.

= Deploy the results of the analysis to affect business
change.

.... Past Future ....

Observed Events Predicted Events
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" Two types of analysis

M Enterprise Miner - Introduction

File Edit View Actions Options Window Help
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Server

Server where project is located and where
SAS data mining procedures are run.

[Diagram Pattern Discavery opened Connecter to SASMain - Logical Workspace Server




" Pattern Discovery Applications

@ Clustering

Q Market basket analysis

ﬂ Sequence analysis




2 Cross-Industry Data Mining Applications

Customer Analytics

Application | What is Predicted?

Customer’s behaviors and How to create better-targeted

Profiling and
Segmentation

Cross-sell and
Up-Sell

Acquisition and
Retention
Campaign
Management

Profitability and
Life-time Value

needs by segment

|dentify what will
customer’s buy?

Customer’s preferences
and purchase patterns

Evaluate the success of
customer communications

Understand the drivers of
future value (margin and
retention)

product/service offers?

Which product/service to
recommend?

How to grow and maintain
valuable customers?

How to direct right offer to right
person at the right time?

Identify economically valuable
channels/demographics and
incremental benefits?




Industry Specific Data Mining Applications

Application What is Predicted?

Credit Scoring
(Banking)

Market Basket
Analysis (Retail)

Asset Maintenance
(Utilities, Mfg., Oil &
Gas)

Health & Condition
Mgmt. (Health
Insurance)

Fraud Mgmt. (Govt.,
Insurance, Banks)

Drug Discovery
(Life Science)

Measure credit worthiness
of new and existing set of
customers

Which products are likely to
purchased together?

Identify real drivers of asset
or equipment failure

Identify patients at risk of a
chronic illness & offer
treatment program

Detect unknown fraud
cases and future risks

Find compounds that have
desirable effects & detect
drug behavior during trials

]

How to assess and control risk
within existing (or new)
consumer portfolios?

How to increase sales with
cross-sell/up-sell, loyalty
programs, promotions?

How to minimize operational
disruptions and maintenance
Ccosts?

How can we reduce healthcare
costs and satisfy patients?

How to decrease fraud losses
and lower false positives?

How to bring drugs quickly and
effectively to the marketplace?
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"8 Successful Analytics - Iterative and Interactive

Explore Data

Results Identify Metrics

Collaborate Mrmula‘te Problem

Monitor
Performance

Experiment
Develop Models

Validate Models




2 Successful Data Mining - Iterative &
Interactive

Formulate
Data Manager Problem

= Data prepara’uon_ Monitor
= Deployment services Results Gather Data
= Report administration N N

, Data Miner

= Exploratory analysis

= Descriptive segmentation
= Predictive modeling : S

Data Quality
Analysis

Business Manager

§/ 8 = Root Cause Analysis
Vs . Transform
' = Domain expert

and Select

= Evaluates processes and ROI X - S

Predictive
Modeling
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Where does mining data come from ?

Geo_Type
&, Geo_Type_Id: INTEGER

Geo_Type_Name: CHARACTER(3

Data Warehouses store detail data on all
transactions and states

&

&

Customer_Type: CHARACTER(40)
Customer_Group_ld: INTEGER

Country: CHARACTER(2)

H &, Product_Id: INTEGER
Product_Name: CHARACTER(4¢]

Customer_Group: CHARACTER(4(]

Price_List

Promotion

T Supplier_Id: INTEGER (FK)
Product_Level_Id: INTEGER (FK]
Product_Ref_Id: INTEGER (FK)

I% Product_Id: INTEGER (FK) |

&, start_Date: DATE

€, Start_Date: DATE

End_Date: DATE

Unit_Cost_Price: DECIMAL(12,2]
Unit_Sales_Price: DECIMAL(12,:

& Product_Id: INTEGER (FK)

Product_Level: NUMERIC(3)

End_Date: DATE

Sales_Price: DECIMAL(12,
Promotion: DECIMAL(5,2)

T &
Region "
& Regon i NTEGER Very simple demo example
N ol
(2N County_ld: INTEGER E Region_Type: INTEGER (FK) o
N Region_Name: CHARACTER(30]

County_Type: INTEGER (FK) a8 State_Id: INTEGER (FK) o & Country: CHARACTER(2) Continent

County_Name: CHARACTER(3( - ola X -

Region_ld: INTEGER (FK) —_— Counrry_Name: CHAR(A;ZTER(%) Continent_ld: INTEGER

Population: NUMERIC(6 Continent_Name: CHARACTER(3(
Street_Code @, State_ld: INTEGER Office: CHARACTER(2) e (
& Street_Id: INTEGER e O state_Type: CHARACTER(30) gg;ﬁ:AEAﬁIW'TEET:E?R L, S
. e State_Name: CHARACTER(3( <

Country: CHARACTER(2) [~ Country: CHARACTER(2) (,:(K) Continent_Id: INTEGER (FK) €, Employee_Id: INTEGER (FHun

Street_Name: CHARACTER(3( Geo Tybe Id: INTEGER (FK) e Country_Former_Nam: CHARACTER(4 &, Start_Date: DATE i

Zip_Code: CHARACTER(10) — — -

From_Street_No: NUMERIC(8) CUSEIE ;":m’ '?EDi'_I"_"EAL(H'Z)

To_Street_No: NUMERIC(8) Customer Id: INTEGER [ AEEY:

City: CHARACTER(22) e el OlGIED E"d_'il’j}ta BAT'_EDATE

County: CHARACTER(25) Country: CHARACTER(2) & Order_ld: INTEGER | Gmpd_ lf(e:T_| :};eA.CTER(l)

State: CHARACTER(2) Gender: CHARACTER(1) Em : J enaer:

X ) ! ployee_ld: INTEGER (FHSH Emp Term Date: DATE
City_Id: INTEGER Personal_Id: CHARACTER(15) Customer_Id: INTEGER (FK 5 bp?tl ! EHARACTER -
State_Id: INTEGER Customer_Name: CHARACTER(40) Order Date: DATE ob_Title: (25)
County_Id: INTEGER (FK) s, Customer_Firstname: CHARACTER(2( Delive?y Date: DATE Organization
Zip_ld: INTEGER (FK) Customer_Lastname: CHARACTER(3( Order_Type: INTEGER &l 0

Zip_Code N2 Birthday: DATE - &, Employee_Id: INTEGER }
Customer_Address: CHARACTER(40, .

&, zZip_Id: INTEGER =l N (“40) Order_Item Org_Name: CHARACTER(40)
Street_Id: INTEGER (FK) Country: CHARACTER(2)

City_Name: CHARACTER(30| ) Street_Number: CHARACTER(8) &, Order_Id: INTEGER (FK) =5 Org_Level_Id: INTEGER (FK)

Zipcode: CHARACTER(18) Customer_Type_Id: INTEGER (FK) & Order_ltem_No: INTEGER Start_Date: DATE

City_Id: INTEGER (FK) Product_ld: INTEGER (FK) S End_Date: DATE

0 T Supplier Amount: SMALLINT Org_Ref_Id: INTEGER (FK) [>P
oy Mk Price: DECIMAL(12,2)
@, City_Id: INTEGER a 2”pp:'er—'d' 'NTECGER ) Unit_Cost_Price: DECIMAL(12, Ck
; " upplier_Name: CHARACTER! Promotion: DECIMAL(5,2)
City_Name: CHARACTERG Ol  Street_Id: INTEGER (FK) - Org_Level
Customer_Type Supplier_Address: CHARACTER(3( Product & Org_Lewel_Id: INTEGER
&, customer_Type_Id: INTEGER Supplier_Street_Nu: NUMERIC(3)

Org_Text: CHARACTER(40)

Product_Level
\—|— &, Product_Lewvel_Id: INTEGER

Product_Level_Name: CHARACTER(:




" Datais becoming wider and wider

= Used to work with a couple of dozens of
variables

= Nowadays at least a couple of hundreds
= Data from different sources
= Derived data (differences, rations, trends etc.)

= Data from combined algorithms (market basket
analysis, combined with clustering combined with
predictive modeling)
= Can become thousands

= Pharma: micro-array data
= |nteractions
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" New data sources

= Extreme commercial data warehouses
= Many gigabytes of data
= Stores may have 100,000+ SKU items
= Sales histories for every item/basket saved

= Digital data acquisition
= Biometrics: microarray, mass spectrometry

= Chip fabs: 30,000 measurements per manufacturing
run.

= |SP: every page, server, router, switch, at timepoints
» University: 50-60 GB / day
» Regional telecom: 6 TB / day

= Social Media

14
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" Integration

= |ntegrate data access and management
* Prepare data for analytics in enterprise warehouse
» Join tables
» Clean data
» Create derived variables (aggregations, ratios, trends etc.)
» Create samples
» Create data mining metadata (targets, inputs, rejected)
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I Predictive Model Development Data

client check _card
history
1
client . checkin .
= L] checking 90— L] checking
checking - account o~
- account p = transactions
account history
client, . savings .
= savings - savings
savings, = - account = =
— account ] - transactions
account history
client_ loan loan
loan = — m T
account account transactions
h—
client i credit_card -
= credit_card — - savings
credit_card = - - account = =
— = account ] - transactions
account history
client_ mortgage mortgage
mortgage. - gage _ - 9 g_ —
account account transactions
h—
client ; ins, ;
ins_ = account = B
— account N — transactions
account history
client : ira ;
ira_ = account = B
— account N — transactions
account history
client_ L] campaign_ L] campaign_
campaigns definition transactions
CERX RN NN .
demographics
credit
ecccced —

Model Development Data Set ~ Marketing Data Warehouse




i)ata Mining Algorithms

(D) predictive (supervised)
use data on past processes to predict future production

Predict_ive Probability
Historical algonitigy o
Data - Prcztéral Future

- regression production

(2) descriptive (unsupervised)
use data on past processes to describe current situation

Descriptive Description

Historical algorithm of
Data - cluster current

- association production
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" Predictive modeling and scoring

Analysis Datamart

denthcatons| Velicle | Valueof|  ryooicar | Age [, Siaim
1 10005854 Private 9860 Pickup. 42 Yes
2 10020811 Commerci 30460 Panel Truck 58 Yes
3 10023726 Private 16580 SUV 45 No
4 10081891 Private 20030 SUV 43 No ‘
5 10081891 Private 24360 Sedan 43 No
6 10083752 Private 3770 Sedan 27 Yes
7 10101436 Private 11560 SUV 51 No
8 10120916 Commerci 13950 SUvV 38 No
Target
Score Rules
(Score Code)
Prediction
Scoring Datamart Datamart with Scores
Vahicle | Value of i
ontcaton| Veice | Vabeo!| 1ypectcar | age | iensicatons] Vericle |V°"'°°‘| Typeolcu | Age |cioim_prot|
619 120240150 C°'"'"°'°' 7050 SuvV 48 619 |20240150  Commerci 48 00412
620 |20246469  Private 12020 Pickup 51 620 |20246469  Private mzo Plckup 51 02186
_ 621 |20251776  Private 10120 SWV 3 ‘ 621 |2025177%6  Private 10120 SUV 38 08300
622 |20254273  Commerci 16920 Van 39 622 |20254273  Commerci 16920 Van 39 03449
623 |20264511  Private 37130 Pickup 54 623 [20264511  Private 37130 Pickup 54 0.0568
624 120267443 Commerci 28460 Panel Truck 51 624 | 20267443 Commerci 28460 Panel Truck 51 02325
625 20276305  Commerci 20990 Van 40 625 |20276305  Commerci 20990 Van 40 0.0530
626 |20289114 Commerci 9340 Pickup 49 626 20289114 Commerci 9340 Pickup 49 05778
627 |20312611  Private 8960 SUV 60 627 |20312611  Private 8960 SUV 60 08300
628 |20339617  Private 14970 Sedan 53 628 |20339617  Private 14970 Sedan 53 01315
629 |2034339  Private 26340 SUV 37 629 |2034339  Prvate 26340 SUV 37 02017




2 Algorithms

= There is no BEST algorithm

= Depends on
= Nature of relationships in data
= Data quality
= Time available to build a model
= Nature of model deployment
» operational use
» Insights for business users
» decision support etc.
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I Supervised Learning

Tries to find good rules for predicting the value
of a target(s) from the values of the inputs variables.

Enterprise Miner

Inputs * Logistic and OLS

arget o
- - » Tree Classifiers
(EEmmEmEaEE + Neural Networks
ENENENEEN, .. H N « Ensembles
EEEEEEEEE . :E E * Memory Based Reasoning
Cases % EEEEEEEEE . H N * Two-stage modeling
ENEEEEEEE. .. D * Fast Variable Selection
FEEPEFEYR...p N « Principal Components
s asasmmms = :_ *PLS Regression
\ BEEEEEEER.. *Support Vector Machine
*Gradient Bosting
* SAS/STAT
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" Predictive Modeling Essentials




I Curse of Dimensionality

1-D e o o




" Input Selection

Redundancy Irrelevancy

®x1




" Model Complexity




" Data Splitting




" Assessment Types

The Model Comparison tool provides




B8 Unsupervised Learning

Tries to divide the data into groups such that the observations within a group
have traits more similar than those assigned to different groups Enterprise Miner

* k-Means

« SOM/Kohonen Networks
*Rule Builder

* SAS/STAT

Input 2

Results - Cluster (4} o [=] B3]
> File Edit View Window
B (B 8 E
[ Output - 2@ [ | | F DecisionTree : o' B
. 4 5L.2% 104
B Results - Clustering
Varisble Importance
Partition | Variables | Distances Profiles | Statistics | £CC Piwt | Code | Log | Output | Notes |
NAME LABEL NRULES IMPORTNC
Rou: BAD ¥| slice: [JoB ¥| Height: [MORTDUE ¥| (B EEium GliPIEEEEl e
chol INT: serwn cholestoral in mg/dl 3 1.00000
age INT: age 0 0.57529
BAD bpress INT: resting blood pressure 0 0.56001 5 WG = G
thalach INT: maximum heart rate achieved 1 0.21503
OB ProfExe
g‘:;‘ym; 4 54.75 104
J0B
0 MORTOUE : 24486757
INT: serum cholestoral in
El |
Interval Variabi
[ Interval Variables ol = [ oevs o fies
, VARIABLE_ = chol —VARIABLE_ = chol “VARIABLE BSECNRIS Ry o
_SEGMNT_=2.0 _SEGMNT_- 3.0 _SEGMNT_= 4.0 o
Percent{Sum) Percent{Sum) Percent{Sum} E E
shol
03 03 03 shol
chol
Al f 5 3 025 025 05 i
Cluster ID 02 0z 02 chol
0B chol
015 ois 0.15 =
Dother W Ootice  [JProfewe Mo [sef  [Sdes o o o chol
: chol
005 05 015 shol
o LI B R B B} o T [ | 0 LA I B | oo
W47 2178 13308 18430 3560 287 3047 £178 13308 18430 23560 287 2047 8172 13303 13430 23560 287 (G
5.1 1074 1887 21004 26135 S 107.43 15873 21004 28135 o2 10743 15873 21004 28135 o
value Value Value thalach
thalach




Unsupervised Classification

Training Data Training Data

case 1: inputs, “ case 1: inputs, cluster 1
case 2: inputs, “ case 2: inputs, cluster 3
case 3. inputs, “ case 3: inputs, cluster 2
case 4: inputs, “ case 4: inputs, cluster 1

Inputs, cluster 2




I Market Basket Analysis

Confidence

)
—
@)

Su




Y Implication?

Checking Account

No Yes

M 500 3,500 4,000
+

Gy 1,000 5,000 6,000

Saving
Account

10,000

Support(SVG = CK) =50%
Confidence(SVG = CK) = 83%

Expected Confidence(SVG = CK) = 85%
Lift(SVG = CK) =0.83/0.85< 1







