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Problem 1
a) The following model may be used:

yij =  + i + aj + bjk + eijk .



(1)
In (1), i is the expected value of the i:th solution, i = 1, 2, ..., 9; aj is a random effect of the j:th instrument, bjk is a random effect of the k:th run with the j:th instrument, j = 1, 2, 3, 4 and k = 1, 2, 3, and eijk is a random residual effect. The random effects are assumed to be independent and normally distributed with expected value 0 and variances a2, b2 and e2, respectively.
b) In SAS, the model can be fitted using the procedure mixed:
proc mixed data = Lattice ;                                                                                                             

        class Solution Instrument Run ;                                                                                                 

        model Response = Solution ;                                                                                                     

        random  Instrument Instrument*Run  ;                                                                                            

        lsmeans Solution / pdiff ;                                                                                                      

run ;
This analysis gives the following test of the fixed effects.

                                  Type 3 Tests of Fixed Effects

                                        Num     Den

                          Effect         DF      DF    F Value    Pr > F

                          Solution        8      16       7.08    0.0004
Answer: There are significant differences between the chemical solutions.

c) The analysis gives estimates of treatment means presented in Table 1.
Table 1. Estimates of treatment means

	Solution
	Mean
	SE

	1
	56.77
	2.72

	2
	65.24
	2.72

	3
	59.89
	2.72

	4
	56.31
	2.72

	5
	61.45
	2.72

	6
	61.71
	2.72

	7
	50.14
	2.72

	8
	58.55
	2.72

	9
	66.94
	2.72

	
	
	


d) The difference between treatments A and B is estimated to -8.46 with standard error 2.68.
e) The difference between treatments A and H is estimated to -1.78 with standard error 2.68.
Problem 2
The following analysis in SAS, using the procedure glm, produces the residual plot shown in Figure 1.
proc glm data = Crop ;                                                                                                                  

        class Block Crop N P ;                                                                                                          

        model Yield = Block Crop N P Crop*N Crop*P N*P Crop*N*P ;                                                                    

        output out = Pred1 p = Pred r = Resid ;                                                                                          

run ; quit ;                                                                                                                            

proc gplot data = Pred1 ;                                                                                                                

        plot Resid*Pred / vref = 0 ;                                                                                                    

run ;                
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Figure 1. Residual plot for analysis of Yield.

For this problem, the logarithmic transformation can be used for making the variance homogeneous. Figure 2 is the residual plot obtained through the following analysis:

proc glm data = Crop ;                                                                                                                  

        class Block Crop N P ;                                                                                                          

        model logYield = Block Crop N P Crop*N Crop*P N*P Crop*N*P ;                                                                    

        output out = Pred2 p = Pred r = Resid ;                                                                                          

run ; quit ;                                                                                                                            

proc gplot data = Pred2 ;                                                                                                                

        plot Resid*Pred / vref = 0 ;                                                                                                    

run ;                
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Figure 2. Residual plot for analysis of logYield.

The analysis on the logarithmic scale gives the analysis of variance of Table 2. There are significant differences between the crops and between the levels of N (as well as between the blocks). By adding the statement “lsmeans crop N / pdiff”, estimates are obtained as presented in Tables 3 and 4. The difference between levels Low and High is not significant (P = 0.660), but level Normal is significant different from level Low (P < 0.001), and level Normal is significant different from level High (P < 0.001). The three crops are pairwise significantly different on level 0.1 %.
Table 2. The analysis of variance, on logarithmic scale

Source                      DF     Type III SS     Mean Square    F Value    Pr > F

 Block                        3      0.17106837      0.05702279       4.99    0.0041

 Crop                         2     58.86595888     29.43297944    2576.09    <.0001

 N                            2      0.38125838      0.19062919      16.68    <.0001

 P                            1      0.02584916      0.02584916       2.26    0.1387

 Crop*N                       4      0.06710637      0.01677659       1.47    0.2255

 Crop*P                       2      0.00191529      0.00095765       0.08    0.9197

 N*P                          2      0.03234965      0.01617482       1.42    0.2521

 Crop*N*P                     4      0.06061255      0.01515314       1.33    0.2728

Table 3. Estimated means per level of N, back-transformed to the original scale.

	N 
	Mean

	Low
	0.328

	Normal
	0.386

	High
	0.333


Table 4. Estimated means per crop, back-transformed to the original scale.

	Crop
	Mean

	1
	0.100

	2
	0.500

	3
	0.840


Problem 3
The factor Class is random. The classes are experimental units for the treatment Method. The experiment can be analysed using the procedure mixed in SAS:
proc mixed data = Division ;


class Class Method Gender ;


model Score = Method Gender Method*Gender / ddfm = kr ;


random Class ;


lsmeans Gender / pdiff ;

run ;

Notice the option ddfm = kr (use Kenward and Roger’s method for calculating the number of denominator degrees of freedom).

The SAS analysis gives the test results presented in Table 5.
Table 5. Tests of fixed effects
                   Num     Den

 Effect             DF      DF    F Value    Pr > F

 Method              2      12       0.15    0.8624

 Gender              1     132       4.32    0.0396

 Method*Gender       2     132       1.30    0.2756

The number of denominator degrees of freedom is 12 for the factor Method, because there are 15 experimental units but three degrees of freedom are spent on estimation of method means.
We cannot conclude that there are any differences between the methods, but there is a significant difference between the genders. The difference in score between girls and boys is estimated to 1.95 with 95 % confidence interval (0.09 ; 3.80). The variance between the classes is estimated to 17.2.

Alternatively, we may consider a model including also a random interaction between Gender and Class:

proc mixed data = Division ;


class Class Method Gender ;


model Score = Method Gender Method*Gender / ddfm = kr ;


random Class Gender*Class ;

run ;

This analysis gives the hypotheses tests of Table 6.

Table 6. Tests of fixed effects in a model including a random gender-by-class interaction

                                   Num     Den

                 Effect             DF      DF    F Value    Pr > F

                 Method              2      12       0.15    0.8624

                 Gender              1      12       3.87    0.0728

                 Method*Gender       2      12       1.17    0.3448

According to this analysis we cannot claim any difference between boys and girls. The variance between the classes is estimated to 16.8, and the variance in the gender-by-class interaction is estimated to 0.8. Akaike’s information criterion is 956.9 for the model without the interaction term and 959.8 for the model with the interaction term included. This is an argument for using the first model.
