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Exam hours: 9.00-14.00

Calculator and one book of your choice are allowed.

The exam consists of five problems which are worth 10 points each. For the maximum of 10
points, detailed and clear solutions are required.

Problem 1. (10 points)

Let Y and X denote the labor force participation rate of women in 1972 and 1968, respectively,
in each of 19 cities. The regression output for this data set is given below. It was also
found that the explained sum of squares £SS = 0.0358 and the residual sum of squares
RSS = 0.0544. Suppose that the model Y; = 3, + 5,X; + u; satisfies the usual regression
assumptions.

Variable Coef ficient se <B) t — test p — value
Constant 0.203311 0.0976 2.08 0.0526
X 0.656040 0.1961 3.35 0.0036

n =19 R2=0397 R =0.362 & =0.0566 af =17

a) Compute Var (Y) and Corr (Y, X) .

b) Suppose that the participation rate of women in 1968 in a given city is 45%, that is
X = 0.45. What is the estimated participation rate of women in 1972 for the same city?

c) Suppose further that the mean and variance of the participation rate of women in 1968
are 0.5 and 0.005, respectively. Construct a 95 % prediction interval for the estimate in b).

d) Test the hypothesis: Hy: [, =1 versus Hy : 3, > 1 at the o = 5% significance level.

e) If Y and X were reversed in the above regression, what would you expect R* to be?



Problem 2. (10 points)

a) Define perfect multicollinearity.

b) State with reasons whether the following statement is true or false:
Despite perfect multicollinearity, OLS estimators are BLUE.

c) Consider the model
Y = By + BoXoi + B3 Xsi + 0, Xai + wy

Assume that there are low pair-wise correlations between the regressors X,, X3 and X,. Can
you with certainty state that there is or is not any problems with multicollinearity in this
case? Motivate your answer.

Problem 3. (10 points)

a) Explain the term heteroscedasiticity. Why should we be cautious in the presence of
heteroscedasiticity?

b) We have 55 data points for the dependent variable Y and the explanatory variable X.
Use the regression results below to perform White’s general heteroscedasiticity test. State
null and alternative hypothesis, test statistic and consclusion.

Dependent variable: Y

Variable Coeflicient Std. error t Prob.
Constant 94.20878 50.85635 1.852449 0.0695
X 0.436809 0.078323 5.577047 0.0000
R? = 0.369824
Dependent variable: 72

Variable Coefficient Std. error t Prob.
Constant 13044.00 21156.58 0.616545 0.5402
X -53.12260 71.48347 -0.743145 0.4607
X2 0.059795 0.058860 1.015887 0.3144

R? = 0.134082

c) Explain the method of generalized least squares (GLS) and how it can be applied in the
presence of heteroscedasiticity.



Problem 4. (10 points)

Consider a data material where X is temperature in Fahrenheit at takeoff for a space shuttle
and Y is a binary variable equal to 1 if takeoff failed and 0 if takeoff was succesful.

a) The probability of takeoff failure will be estimated with the Logit model. Write the model
expression and explain how the parameters in the model can be estimated.

b) The model is fitted and the result is given in the SAS output below. Interpret the
regression coefficient for temperature, 35, and the odds-ratio 2.

00000C000000CC0000000C000000C00000000C0OMode10Information

00000000000000000000000000000000Pis tributionO000000000000Binomial
00000C000000CC0000000C0000000C00L inkOFunct ion00000000CC00000L 0git
000000C0000000000000000000000000bependentvariable00000000000C0Y

000000C000000000000C0000000000Numbe rfofJ0bservations(ReadO00000000022
00000000000000000000000000000NumberfJof0bservations(UsedO00000000022
0000000000OCOC00000000C0C000ONumbe rOofOEVent sO000000000CO000C00C0C0O06
00000000000000000000000000000Numbe rQofOTrialsOO00000000000C000000022

[I0000000COO0000DO0000COO00000000000000000Re sponseJProfile

O0000000COO0000DO0000CO000000000000000rde red000000000000CTotal
Value[O00yOOOOFrequency

00000C000000CCO000000C000000CC0000000C000001 0o0010000000000006
000000000000CCO000000C000000C00000000C0000020000000000000000+16

PROC[JGENMOD[Jis[Jmodeling[Jthe[Jprobability[JthatQy="1".

000000000000000000000000000000Criteria[ForJAssessing[lGoodnessOfFit

0000000000000000000Criter ion00000000O00000COODFOO000000000ValueN0000000vValue/DF

0000000000000000000pe viance00000000O0000000O02000000000014 . 377000000000000.7188

[0000000C0000000000S caledDeviance0000000C002000000000014 .3 77000000000000. 7188
[0000000C000000D0O00PearsonChiSquared00000002000000000016 . 704900000000000 . 8352
[I0000000C0000000000S caledPearson(X20000000002000000000016 . 704900000000000 - 8352
0000000000000000000L og0L ikelihood g7.1885

J0000000000ALlgorithmconverged.

(0000C000000CC000000000000000C000ANalysis[jof(Parameter(Estimates

000000000000000000000000000000000000S tandardidd00Wald95%Confidence000000Chi0
00000Parameter(000PFO00O0Es timateJ000O00Error000000C0O00L imitsO00000000000Square000PrJ>0ChiSq

00000InterceptO000010000023 40330000011 .83170000000 . 21370000046 - 592900000003 - 91000000000 . 0479
00000x00000000000001 [0.36100000000.1755 [0.7050 [0. 017000000004 - 23000000000 . 0397

c¢) From the fitted model, find the probability of takeoff failure when the temperature is 31
degrees Fahrenheit.

d) Would you advise launching the space shuttle at a day when temperature is 31 degrees
Fahrenheit?



Problem 5. (10 points)

Consider the regression model
Yi=a+ X, +u (1)

with corresponding parameter estimators a and B

There are errors of measurement in the dependent variable Y such that we can only observe
Y;* according to

V=Y +e
where E (g;) =0

Therefore, instead of estimating model (1) the following model is estimated
Y7 = at BX:+ui+

with corresponding parameter estimators a* and B* Show that

E(B) =8
Hint:
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