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Exam hours: 9.00-14.00
Calculator and one book of your choice are allowed.
The exam consists of �ve problems which are worth 10 points each. For the maximum of 10
points detailed and clear solutions are required.
� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Problem 1. (10 points)

The following table shows the regression output, with some numbers erased, when a simple
regression model relating the response variable Y to a predictor variable X is �tted based on
20 observations. Complete the 12 missing numbers, then compute V ar (Y ) and V ar (X) :

ANOVA Table
Source Sum of Squares df Mean Square F-test

Regression 1848:76 ? ? ?
Residuals ? ? ?

Coe¢ cients Table

Variable Coe¢ cient se
�b�� t-test p-value

Constant �23:43 12:74 ? 0:0824
X ? 0:15 8:32 < 0:0001

n =? R2 =? R
2
=? b� =?
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Problem 2. (10 points)

Describe one formal test that can be used to evaluate each of the following assumptions. For
each test state the null and alternative hypotheses and the test statistic. In addition, specify
when to reject the null hypothesis for each test.

a) The model is correctly speci�ed
b) The error terms have constant variance
c) The error terms are uncorrelated
d) The error terms are normally distributed
e) There is not severe multicollinearity

Problem 3. (10 points)

a) Explain the term autocorrelation and why we must be cautious in the presence of auto-
correlation.

b) A researcher suspects that the residuals in his model might be autocorrelated. He com-
putes the Durbin-Watson test statistic and obtains a value of 0.86. The regression is based
on 80 observations and has 3 explanatory variables (plus an intercept term). Perform the
Durbin-Watson test. Is there evidence of positive or negative autocorrelation? What is your
conclusion?

c) Can the Durbin-Watson test be used to detect autocorrelation in the following models?
If your answer is no, explain why.

(1) Yt = �1X1;t + �2X2;t + �3X3;t + �4X4;t + ut

(2) Yt = �0 + �1X1;t + �2X2;t + �3X3;t + �4X4;t + vt

where vt = �1vt�1 + �2vt�2 + �3vt�3 + "t

(3) Yt = �0 + �1X1;t + �2X2;t + �3X2;t�1 + "t

(4) Yt = �1X1;t + �2X2;t + �3X3;t + �4X4;t + ut

where ut � N

�
0;
�2

�3

�
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Problem 4. (10 points)

Consider

"t = ut � �1ut�1 � �2ut�2
where

E (ut) = 0 for all t

V ar (ut) = �2 for all t

E (utus) = 0 for all t 6= s

What are E ("t) and V ar ("t)?

Problem 5. (10 points)

a) Let the response variable Y be a binary variable where

Y =

�
1 denotes success
0 denotes failure

The following logistic regression model is �tted

ln

�
Pi

1� Pi

�
= �1 + �2X2i + �3X3i

where
Pi = P (Yi = 1) :

The resulting output is given in the table:

Variable Coe¢ cient Standard error p-value Odds-ratio
Constant �0:550 0:951 0:563
X2 0:157 0:075 0:036 1:17
X3 0:195 0:122 0:112 1:21

Likelihood Ratio (LR) Statistic: LR = 82:024 df = 2

Interpret the regression coe¢ cient b�2 and the odds-ratio eb�2.
b) Test the overall �t of the model, that is test the null hypothesis that �2 and �3 are both
equal to zero. What is your conclusion?

c) Consider estimating the logistic regression model

bPi = 1

1 + e�(
b�1+b�2Xi)

for the following data:

xi �2 1 4 9
yi 1 0 1 0
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You are given two alternatives for the estimates of the regression coe¢ cients �1 and �2 as
follows

Alternative A : b�A1 = 0:1 and b�A2 = 0:2
Alternative B : b�B1 = 0:8 and b�B2 = �0:3

Which of the two alternatives A and B gives the best parameter estimates?
Hint: Use the maximum likelihood method.
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