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Chapter 13: 

Additional Topics in Regression Analysis
13.1
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where Yi = College GPA



X1 = SAT score



X2 = 1 for sophomore, 0 otherwise



X3 = 1 for junior, 0 otherwise



X4 = 1 for senior, 0 otherwise


The excluded category is first year 
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where Yi = wages



X1 = Years of experience



X2 = 1 for Germany, 0 otherwise



X3 = 1 for Great Britain, 0 otherwise



X4 = 1 for Japan, 0 otherwise



X5 = 1 for Turkey, 0 otherwise

The excluded category consists of wages in the United States

13.3
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where Yi = cost per unit



X1 = 1 for computer controlled machines, 0 otherwise



X2 = 1 for computer controlled machines & computer controlled 


material handling, 0 otherwise



X3 = 1 for South Africa, 0 otherwise



X4 = 1 for Japan, 0 otherwise


The excluded category is Colombia

13.4 a.  For any observation, the values of the dummy variables sum to one.  Since the equation has an intercept term, there is perfect multicollinearity and the existence of the “dummy variable trap”.

b.  
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 measures the expected difference between demand in the first and fourth quarters, all else equal.  
[image: image5.wmf]4

b

 measures the expected difference between demand in the second and fourth quarters, all else equal.  
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 measures the expected difference between demand in the third and fourth quarters, all else equal. 

13.5     Analyze the correlation matrix first:

Correlations: Sales Pizza1, Price Pizza1, Promotion Pi, Sales B2, Price B2, Sale

       Sales Pi Price Pi Promotio Sales B2 Price B2 Sales B3 Price B3 Sales B4

Price Pi -0.263

          0.001

Promotio  0.570   -0.203

          0.000    0.011

Sales B2  0.136    0.170    0.031

          0.090    0.034    0.700

Price B2  0.118    0.507    0.117   -0.370

          0.143    0.000    0.146    0.000

Sales B3  0.014    0.174    0.045    0.103    0.199

          0.862    0.029    0.581    0.199    0.013

Price B3  0.179    0.579    0.034    0.162    0.446   -0.316

          0.026    0.000    0.675    0.043    0.000    0.000

Sales B4  0.248    0.102    0.123    0.310    0.136    0.232    0.081

          0.002    0.205    0.127    0.000    0.091    0.004    0.313

Price B4  0.177    0.509    0.124    0.229    0.500    0.117    0.523   -0.158

          0.027    0.000    0.124    0.004    0.000    0.147    0.000    0.049

Strongest correlation with sales of Pizza1 is the type of promotion.  Price of Pizza1 has the correct ‘negative’ association with sales.  Prices of the competing brands are expected to be positive since they are substitutes with Pizza1; however, the sales of the competing brands are expected to be negatively related to the sales of Pizza1.  

Regression Analysis: Sales Pizza1 versus Price Pizza1, Promotion Pi, ...

The regression equation is

Sales Pizza1 = - 6406 - 24097 Price Pizza1 + 1675 Promotion Pizza1

           + 0.0737 Sales B2 + 4204 Price B2 + 0.177 Sales B3 + 18003 Price B3

           + 0.345 Sales B4 + 11813 Price B4

Predictor        Coef     SE Coef          T        P       VIF

Constant        -6406        2753      -2.33    0.021

Price Pi       -24097        3360      -7.17    0.000       2.5

Promotio       1674.6       283.9       5.90    0.000       1.2

Sales B2      0.07370     0.08281       0.89    0.375       3.1

Price B2         4204        4860       0.87    0.388       4.3

Sales B3      0.17726     0.09578       1.85    0.066       1.9

Price B3        18003        4253       4.23    0.000       3.0

Sales B4       0.3453      0.1392       2.48    0.014       1.9

Price B4        11813        6151       1.92    0.057       3.0

S = 3700        R-Sq = 54.9%     R-Sq(adj) = 52.4%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         8  2447394873   305924359     22.35    0.000

Residual Error   147  2012350019    13689456

Total            155  4459744891

The multiple regression with all of the independent variables indicates that 54.9% of the variation in the sales of Pizza1 can be explained by all of the independent variables.  However, not all of the independent variables are significantly different from zero.  It appears that neither the price of Brand 2, nor the sales of Brand 2 has a statistically significant effect on Pizza1.  Eliminating those variables that are insignificant yields:

Regression Analysis: Sales Pizza1 versus Price Pizza1, Promotion Pi, ...

The regression equation is

Sales Pizza1 = - 6546 - 23294 Price Pizza1 + 1701 Promotion Pizza1

           + 0.197 Sales B3 + 18922 Price B3 + 0.418 Sales B4 + 15152 Price B4

Predictor        Coef     SE Coef          T        P       VIF

Constant        -6546        2676      -2.45    0.016

Price Pi       -23294        3210      -7.26    0.000       2.3

Promotio       1701.0       279.9       6.08    0.000       1.2

Sales B3      0.19737     0.09234       2.14    0.034       1.8

Price B3        18922        4092       4.62    0.000       2.8

Sales B4       0.4183      0.1137       3.68    0.000       1.3

Price B4        15152        4978       3.04    0.003       2.0

S = 3686        R-Sq = 54.6%     R-Sq(adj) = 52.8%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         6  2435527670   405921278     29.88    0.000

Residual Error   149  2024217221    13585350

Total            155  4459744891

All of the variables are now significant at the .05 level and all have the correct sign excepting the sales of brand 3 and 4.

13.6  
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where Yi = per capita cereal sales


X1 = cereal price


X2 = price of competing cereals


X3 = mean per capita income


X4 = % college graduates


X5 = mean annual temperature


X6 = mean annual rainfall


X7 = 1 for cities east of the Mississippi, 0 otherwise


X8 = 1 for high per capita income, 0 otherwise


X9 = 1 for intermediate per capita income, 0 otherwise


X10 = 1 for northwest, 0 otherwise


X11 = 1 for southwest, 0 otherwise


X12 = 1 for northeast, 0 otherwise


X13 = X1X7 – interaction term between price and cities east of the 
Mississippi

The model specification includes continuous independent variables, dichotomous indicator variables and slope dummy variables.  Based on economic demand theory, we would expect the coefficient on cereal price to be negative due to the law of demand.  Prices of substitutes are expected to have a positive impact on per capita cereal sales.  If the cereal is deemed a normal good, mean per capita income will have a positive impact on sales.  The signs and sizes of other variables may be empirically determined.  While the functional form can be linear, non-linearity could be introduced based on an initial analysis of the scatterplots of the relationships.  High correlation among the independent variables could also be detected, for example, per capita income and % college graduates may very well be collinear.  Several iterations of the model could be conducted to find the optimal combinations of variables.  

13.7 Define the following variables for the experiment

Y = the number of defective parts per 8 hour work shift


X1 = Shift

1. Day shift

2. Afternoon shift

3. Night shift


X2  = Material suppliers

1. Supplier 1

2. Supplier 2

3. Supplier 3

4. Supplier 4


X3 = production level


X4 = number of shift workers

Two series of dummy variables are required to analyze the impact of shifts and materials suppliers on the number of defective parts.  For each dummy variable, (k-1) categories are required to avoid the ‘dummy variable trap.’  Interaction terms may be appropriate between the production level and shift.  

13.8 Define the following variables for the experiment

Y = worker compensation


X1 = years of experience


X2  = job classification level

1. Apprentice

2. Professional

3. Master


X3 = individual ability


X4 = gender

1. male

2. female


X5  = race

1. White

2. Black

3. Latino

Two different dependent variables can be developed from the salary data.  Base compensation will be one analysis that can be conducted.  The incremental salaries can also be analyzed.  Dummy variables are required to analyze the impact of job classifications on salary.  Discrimination can be measured by the size of the dummy variable on gender and on race.  For each dummy variable, (k-1) categories are required to avoid the ‘dummy variable trap.’  The F-test for the significance of the overall regression will be utilized to determine whether the model has significant explanatory power.  And the t-test for the significance of the individual regression slope coefficients will be utilized to determine the impact of each independent variable.  Model diagnostics will be based on R-square and the behavior of the residuals.

13.9 a.  Define the following variables for the experiment

Y = worker compensation – annual average rate of wage increase


X1 = years of experience


X2  = job classification group 

1. Administrative

2. Analytical

3. Managerial


X3 = 1 for MBA, 0 otherwise


X4 = gender

1. male

2. female


X5  = race

1. White

2.   Black

3. Latino

Average annual rate of wage increase can be analyzed with a combination of continuous independent variables and a series of dummy variables.  Dummy variables are required to analyze the impact of job classifications on salary.  Discrimination can be measured by the size of the dummy variable on gender and on race.  For each dummy variable, (k-1) categories are required to avoid the ‘dummy variable trap.’  

b.  Key points would include interpretations of coefficients on the dichotomous variables and the existence, if any, of interaction terms.  Tests of significance of the overall regression, t-tests on significance of individual coefficients and model diagnostics would be conducted to provide statistical evidence of wage discrimination.   

13.10    What is the long term effect of a one unit increase in x in period t?
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13.11    a.  
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, therefore, do not reject H0 at the 5% level
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13.12  


Regression Analysis: Y  Retail Sales versus X  Income, Ylag1

The regression equation is

Y  Retail Sales = 1752 + 0.367 X  Income + 0.053 Ylag1

21 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant       1751.6       500.0       3.50    0.003

X  Incom      0.36734     0.08054       4.56    0.000

Ylag1          0.0533      0.2035       0.26    0.796

S = 153.4       R-Sq = 91.7%     R-Sq(adj) = 90.7%
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, therefore, do not reject H0 at the 20% level
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Regression Analysis: Y_money versus X1_income, X2_ir, Y_lagmoney

The regression equation is

Y_money = - 2309 + 0.158 X1_income - 14126 X2_ir + 1.06 Y_lagmoney

27 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant        -2309        1876      -1.23    0.231

X1_incom       0.1584      0.2263       0.70    0.491

X2_ir          -14126        6372      -2.22    0.037

Y_lagmon       1.0631      0.1266       8.40    0.000

S = 456.1       R-Sq = 97.6%     R-Sq(adj) = 97.3%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         3   194108213    64702738    311.02    0.000

Residual Error    23     4784762      208033

Total             26   198892975

Source       DF      Seq SS

X1_incom      1   167714527

X2_ir         1    11728933

Y_lagmon      1    14664753

Unusual Observations

Obs   X1_incom    Y_money         Fit      SE Fit    Residual    St Resid

 24      17455    24975.2     23990.1       186.1       985.1        2.37R 

 25      16620    24736.3     24663.3       322.8        73.0        0.23 X

 26      17779    23407.3     24922.0       189.3     -1514.7       -3.6

Durbin-Watson statistic = 1.65

13.14


Regression Analysis: Y_%stocks versus X_Return, Y_lag%stocks

The regression equation is

Y_%stocks = 1.65 + 0.228 X_Return + 0.950 Y_lag%stocks

24 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant        1.646       2.414       0.68    0.503

X_Return      0.22776     0.03015       7.55    0.000

Y_lag%st      0.94999     0.04306      22.06    0.000

S = 2.351       R-Sq = 95.9%     R-Sq(adj) = 95.5%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2      2689.6      1344.8    243.38    0.000

Residual Error    21       116.0         5.5

Total             23      2805.6

Source       DF      Seq SS

X_Return      1         0.7

Y_lag%st      1      2688.9

Unusual Observations

Obs   X_Return   Y_%stock         Fit      SE Fit    Residual    St Resid

 20      -26.5     56.000      60.210       1.160      -4.210       -2.06R 
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Regression Analysis: Y_income versus X_money, Y_lagincome

The regression equation is

Y_income = 11843 + 0.388 X_money + 0.807 Y_lagincome

19 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant        11843        5666       2.09    0.053

X_money        0.3875      0.3778       1.03    0.320

Y_laginc       0.8068      0.1801       4.48    0.000

S = 1952        R-Sq = 99.6%     R-Sq(adj) = 99.6%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2 15787845901  7893922950   2071.84    0.000

Residual Error    16    60961685     3810105

Total             18 15848807586

Source       DF      Seq SS

X_money       1 15711421835

Y_laginc      1    76424065

Unusual Observations

Obs    X_money   Y_income         Fit      SE Fit    Residual    St Resid

 13      68694     182744      178826         521        3918        2.08R 
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Regression Analysis: Y_Birth versus X_1stmarriage, Y_lagBirth

The regression equation is

Y_Birth = 21262 + 0.485 X_1stmarriage + 0.192 Y_lagBirth

19 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant        21262        5720       3.72    0.002

X_1stmar       0.4854      0.1230       3.94    0.001

Y_lagBir       0.1923      0.1898       1.01    0.326

S = 2513        R-Sq = 93.7%     R-Sq(adj) = 93.0%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2  1515082551   757541276    119.93    0.000

Residual Error    16   101062160     6316385

Total             18  1616144711

Source       DF      Seq SS

X_1stmar      1  1508597348

Y_lagBir      1     6485203

Unusual Observations

Obs   X_1stmar    Y_Birth         Fit      SE Fit    Residual    St Resid

 15     105235      95418       89340         982        6078        2.63R 

13.17

Regression Analysis: Y_logSales versus X_logAdExp, Y_loglagSales

The regression equation is

Y_logSales = 0.492 + 0.746 X_logAdExp + 0.263 Y_loglagSales

24 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant       0.4920      0.3913       1.26    0.222

X_logAdE      0.74569     0.09934       7.51    0.000

Y_loglag      0.26313     0.09136       2.88    0.009

S = 0.05506     R-Sq = 94.0%     R-Sq(adj) = 93.4%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2     0.99860     0.49930    164.73    0.000

Residual Error    21     0.06365     0.00303

Total             23     1.06225

Source       DF      Seq SS

X_logAdE      1     0.97346

Y_loglag      1     0.02515

Unusual Observations

Obs   X_logAdE   Y_logSal         Fit      SE Fit    Residual    St Resid

 15       6.88     7.4883      7.6214      0.0136     -0.1331       -2.49R 
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Regression Analysis: Y_logCons versus X_LogDI, Y_laglogCons

The regression equation is

Y_logCons = 0.405 + 0.373 X_LogDI + 0.558 Y_laglogCons

28 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant       0.4049      0.1051       3.85    0.001

X_LogDI        0.3734      0.1075       3.47    0.002

Y_laglog       0.5577      0.1243       4.49    0.000

S = 0.03023     R-Sq = 99.6%     R-Sq(adj) = 99.6%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2      6.1960      3.0980   3389.90    0.000

Residual Error    25      0.0228      0.0009

Total             27      6.2189

Source       DF      Seq SS

X_LogDI       1      6.1776

Y_laglog      1      0.0184

Unusual Observations

Obs    X_LogDI   Y_logCon         Fit      SE Fit    Residual    St Resid

  9       5.84    5.80814     5.72298     0.01074     0.08517        3.01R 

Durbin-Watson statistic = 1.63

13.19 Specification bias would result from the mis-specified model.  This results in a bias in the estimated regression slope coefficient unless the correlations between the omitted variables and X2 are zero. 

13.20 a.  In the special case where the sample correlations between x1 and x2 is zero, the estimate for 
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 will be the same whether or not x2 is included in the regression equation.  In the simple linear regression of y on x1, the intercept term will embody the influence of x2 on y, under these special circumstances.  

b.  
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If the sample correlation between x1 and x2 is zero, then 
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 and the slope coefficient equation can be simplified.  The result is 
[image: image24.wmf]111

1

2

11

()()

()

ii

i

xxyy

b

xx

--

=

-

å

å

 which is the estimated slope coefficient for the bivariate linear regression of y on x1.

13.21   a.  

Regression Analysis: milpgal versus horspwr, weight

The regression equation is

milpgal = 55.8 - 0.105 horspwr - 0.00661 weight

150 cases used 5 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant       55.769       1.448      38.51    0.000

horspwr      -0.10489     0.02233      -4.70    0.000

weight     -0.0066143   0.0009015      -7.34    0.000

S = 3.901       R-Sq = 72.3%     R-Sq(adj) = 72.0%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2      5850.0      2925.0    192.23    0.000

Residual Error   147      2236.8        15.2

Total            149      8086.8

Source       DF      Seq SS

horspwr       1      5030.9

weight        1       819.0

All else equal, for one additional horsepower, we estimate that the fuel mileage will decrease by .10489 miles per gallon.  All else equal, for one additional unit of vehicle weight, we estimate that the fuel mileage will decrease by .0066143 miles per gallon.

b. Model excluding weight

Regression Analysis: milpgal versus horspwr

The regression equation is

milpgal = 49.9 - 0.238 horspwr

150 cases used 5 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant       49.871       1.403      35.54    0.000

horspwr      -0.23771     0.01523     -15.61    0.000

S = 4.544       R-Sq = 62.2%     R-Sq(adj) = 62.0%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         1      5030.9      5030.9    243.66    0.000

Residual Error   148      3055.8        20.6

Total            149      8086.8

Note that the negative effect that horsepower has on miles per gallon is twice as large when weight is dropped from the model. 
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Results for: CITYDAT.XLS

Regression Analysis: hseval versus Comper, Homper, ...

The regression equation is

hseval = - 19.0 - 26.4 Comper - 12.1 Homper - 15.5 Indper + 7.22 sizehse

           + 0.00408 incom72

Predictor        Coef     SE Coef          T        P

Constant       -19.02       13.20      -1.44    0.153

Comper        -26.393       9.890      -2.67    0.009

Homper        -12.123       7.508      -1.61    0.110

Indper        -15.531       8.630      -1.80    0.075

sizehse         7.219       2.138       3.38    0.001

incom72      0.004081    0.001555       2.62    0.010

S = 3.949       R-Sq = 40.1%     R-Sq(adj) = 36.5%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         5      876.80      175.36     11.25    0.000

Residual Error    84     1309.83       15.59

Total             89     2186.63

Source       DF      Seq SS

Comper        1      245.47

Homper        1        1.38

Indper        1      112.83

sizehse       1      409.77

incom72       1      107.36

Unusual Observations

Obs     Comper     hseval         Fit      SE Fit    Residual    St Resid

 23      0.100     20.003      28.296       1.913      -8.294       -2.40RX

 24      0.103     20.932      29.292       2.487      -8.360       -2.73RX

 29      0.139     16.498      19.321       1.872      -2.823       -0.81 X

 30      0.141     16.705      19.276       1.859      -2.570       -0.74 X

 75      0.112     35.976      24.513       0.747      11.463        2.96R 

 76      0.116     35.736      24.418       0.749      11.317        2.92R 

R denotes an observation with a large standardized residual

X denotes an observation whose X value gives it large influence.

Durbin-Watson statistic = 1.03

Dropping the insignificant independent variables:  Homper and Indper yields:

Regression Analysis: hseval versus Comper, sizehse, incom72

The regression equation is

hseval = - 34.2 - 13.9 Comper + 8.27 sizehse + 0.00364 incom72

Predictor        Coef     SE Coef          T        P

Constant       -34.24       10.44      -3.28    0.002

Comper        -13.881       6.974      -1.99    0.050

sizehse         8.270       1.957       4.23    0.000

incom72      0.003636    0.001456       2.50    0.014

S = 3.983       R-Sq = 37.6%     R-Sq(adj) = 35.4%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         3      822.53      274.18     17.29    0.000

Residual Error    86     1364.10       15.86

Total             89     2186.63

Source       DF      Seq SS

Comper        1      245.47

sizehse       1      478.09

incom72       1       98.98

Unusual Observations

Obs     Comper     hseval         Fit      SE Fit    Residual    St Resid

 49      0.282     29.810      23.403       1.576       6.407        1.75 X

 50      0.284     30.061      23.380       1.583       6.681        1.83 X

 75      0.112     35.976      24.708       0.674      11.268        2.87R 

 76      0.116     35.736      24.659       0.667      11.077        2.82R 

R denotes an observation with a large standardized residual

X denotes an observation whose X value gives it large influence.

Durbin-Watson statistic = 1.02

Excluding median rooms per residence (Sizehse):

Regression Analysis: hseval versus Comper, incom72

The regression equation is

hseval = 4.69 - 20.4 Comper + 0.00585 incom72

Predictor        Coef     SE Coef          T        P

Constant        4.693       5.379       0.87    0.385

Comper        -20.432       7.430      -2.75    0.007

incom72      0.005847    0.001484       3.94    0.000

S = 4.352       R-Sq = 24.7%     R-Sq(adj) = 22.9%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2      539.20      269.60     14.24    0.000

Residual Error    87     1647.44       18.94

Total             89     2186.63

Source       DF      Seq SS

Comper        1      245.47

incom72       1      293.73

Durbin-Watson statistic = 0.98

Note that the coefficient on percent of commercial property for both of the models is negative; however, it is larger in the second model where the median rooms variable is excluded. 

13.23    By finding the sample correlation coefficient between x1 and x2 it is possible to identify the presence of multicollinearity in the population by observing how ‘large’ the correlation coefficient is.  More formally, a hypothesis test could be carried out to check whether the population correlation coefficient between x1 and x2 is significantly different from zero.

13.24    If y is, in fact, strongly influenced by x2, dropping it from the regression equation could lead to serious specification bias.  Instead of dropping the variable, it is preferable to acknowledge that, while the group as a whole is clearly influential, the data does not contain information to allow the disentangling of the separate effects of each of the explanatory variables with some degree of precision.

13.25   
[image: image25.wmf]2

R

 has decreased from 17% to 7.2% and the remaining independent variable continues to be insignificantly different from zero.  Based on economic theory, real income per capita should be included in the model.  There may of course be a problem of multicollinearity between the two independent variables in the original model.  Note the trade-offs between the problems of specification bias and multicollinearity.

13.26   a.  Graphical check for heteroscedasticity shows no evidence of strong heteroscedasticity.
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b.  The auxiliary regression is  
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therefore, do not reject H0 the error terms have constant variance at the 10% level.

13.27
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, therefore, do not reject H0 that the error terms have constant variance at the 10% level.

13.28
a.  Compute the multiple regression of Y on x1, x2 and x3.  
Results for: Household Income.MTW

 Regression Analysis: y versus X1, X2, X3 

The regression equation is

y = 0.2 + 0.000406 X1 + 4.84 X2 - 1.55 X3

Predictor       Coef    SE Coef      T      P  VIF

Constant        0.16      34.91   0.00  0.996

X1         0.0004060  0.0001736   2.34  0.024  1.2

X2             4.842      2.813   1.72  0.092  1.5

X3           -1.5543     0.3399  -4.57  0.000  1.3

S = 3.04752   R-Sq = 54.3%   R-Sq(adj) = 51.4%

Analysis of Variance

Source          DF      SS      MS      F      P

Regression       3  508.35  169.45  18.24  0.000

Residual Error  46  427.22    9.29

Total           49  935.57

Source  DF  Seq SS

X1       1  157.43

X2       1  156.76

X3       1  194.15

Unusual Observations

Obs     X1       y     Fit  SE Fit  Residual  St Resid

  4  22456  52.600  59.851   0.850    -7.251     -2.48R

 13  14174  44.200  50.840   1.166    -6.640     -2.36R

R denotes an observation with a large standardized residual.

Durbin-Watson statistic = 1.75105

b.  Graphical check for heteroscedasticity shows no evidence of strong heteroscedasticity
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c.  The auxiliary regression is 
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, therefore, do not reject the H0 that the error terms have constant variance at the 10% level.

13.29
a.

Regression Analysis: House Price versus Family Income 

The regression equation is

House Price = 154711 + 2.05 Family Income

Predictor         Coef  SE Coef      T      P

Constant        154711     5156  30.01  0.000

Family Income  2.04650  0.02523  81.13  0.000

S = 66856.1   R-Sq = 95.7%   R-Sq(adj) = 95.7%


b. There does appear to be heteroscedasticity.
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c. 
Regression Analysis: ResSquared versus PredictedValue 

The regression equation is

ResSquared = - 7.67E+09 + 28036 PredictedValue

Predictor              Coef     SE Coef      T      P

Constant        -7673139928  1459931909  -5.26  0.000

PredictedValue        28036        2736  10.25  0.000

S = 14839861218   R-Sq = 26.1%   R-Sq(adj) = 25.8%
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The test statistic is larger than all 
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 so the null hypothesis is rejected.

d. Since there is heteroscedasticity transform the data by taking the log of both sides. The new regression equation is 
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. There no longer appears to be heteroscedasticity.
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13.30   Test for the presence of autocorrelation.  
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Reject the null hypothesis based on the Durbin-Watson test at both the 5% and 1% levels.  Estimate of the autocorrelation coefficient:  
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, d = .80, n = 30, K = 3,  
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Reject the null hypothesis based on the Durbin-Watson test at both the 5% and 1% levels.  Estimate of the autocorrelation coefficient:  
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, d = 1.10, n = 30, K = 3,  
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Reject the null hypothesis based on the Durbin-Watson test at the 5% level.  The test is inconclusive at the 1% level.  

Estimate of the autocorrelation coefficient:  
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, d = 1.25, n = 30, K = 3,  
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The test is inconclusive at both the 5% level and the 1% level.  

d.  
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, d = 1.70, n = 30, K = 3,  
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Do not reject the null hypothesis at either the 5% level or the 1% level.  There is insufficient evidence to suggest autocorrelation exists in the residuals.    

13.31   Test for the presence of autocorrelation.  
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Reject the null hypothesis based on the Durbin-Watson test at both the 5% and 1% levels.  Estimate of the autocorrelation coefficient:  
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, d = .80, n = 28, K = 2,  
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Reject the null hypothesis based on the Durbin-Watson test at both the 5% and 1% levels.  Estimate of the autocorrelation coefficient:  
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, d = 1.10, n = 28, K = 2,  
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Reject the null hypothesis based on the Durbin-Watson test at the 5% level.  The test is inconclusive at the 1% level.  

Estimate of the autocorrelation coefficient:  
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, d = 1.25, n = 28, K = 2,  
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The test is inconclusive at the 1% level.  There is evidence of first-order positive autocorrelation of the residuals at the .05 level. 

d.    
[image: image82.wmf]01

:0,:0

HH

rr

=>

, d = 1.70, n = 28, K = 2,  
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and dU = 1.56



[image: image84.wmf].01:
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Do not reject the null hypothesis at either the 5% level or the 1% level.  There is insufficient evidence to suggest autocorrelation exists in the residuals.    

13.32
a.  
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, therefore, do not reject the H0 that the error terms have constant variance at the 10% level.

b.  
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, d=1.29, n=30, K = 4,  
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The Durbin-Watson test gives inconclusive results at both the 5% and 1% levels.

13.33
Given that 
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If the squared relationship can be found between the variance of the error terms and xi such as 
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, the problem of heteroscedasticity can be removed by dividing both sides of the regression equation by xi
13.34   
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, therefore, do not reject H0 that 
the error terms have constant variance at the 10% level.

13.35   The regression model associated with Exercise 13.13 includes the lagged value of 
the dependent variable as an independent variable.  In the presence of a lagged 
dependent variable used as an independent variable, the Durbin-Watson statistic 
is no longer valid.  Instead, use of Durbin’s h statistic is appropriate:
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, therefore, do not reject H0 at the 10% level

13.36 
The regression model associated with Exercise 13.18 includes the lagged value of 
the dependent variable as an independent variable.  In the presence of a lagged 
dependent variable used as an independent variable, the Durbin-Watson statistic 
is no longer valid.  Instead, use of Durbin’s h statistic is appropriate:
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, therefore, reject H0 at the 10% level but not at the 5% level

13.37
With a low Durbin-Watson statistic of .85, test for the presence of positive autocorrelation of the residuals.
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 dL=.80 and dU=1.53.  Reject H0 at the 5% level, test is inconclusive at 1% level.

13.38
a.  

Results for: Advertising Retail.xls

Regression Analysis: Retail Sales X(t) versus Advertising Y(t)

The regression equation is

Retail Sales X(t) = 2269 + 28.5 Advertising Y(t)

Predictor        Coef     SE Coef          T        P

Constant       2269.5       278.4       8.15    0.000

Advertis       28.504       2.087      13.66    0.000

S = 161.7       R-Sq = 90.3%     R-Sq(adj) = 89.8%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         1     4874833     4874833    186.52    0.000

Residual Error    20      522728       26136

Total             21     5397561

Durbin-Watson statistic = 1.12

b.  
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d = 1.12, n=22, K = 1
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Reject H0 at the 5% level, autocorrelation of the residuals exists at the 5% level, test is inconclusive at the 1% level

c. The fitted regression is
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13.39
d = .8529.  
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, n = 25, K = 1, 
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Reject H0 at the 1% level, therefore, a misspecified regression model with an omitted variable can result in the presence of autocorrelation of the residuals

13.40
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Note that due to the presence of a lagged dependent variable used as an 
independent variable, Durbin’s 
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 statistic is relevant
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, therefore, do not reject H0 at the 10% level

13.41  a.  Dummy Variables:  Dummy variables are used whenever a factor is not readily quantifiable.  For example, if we wished to determine the effect of trade barriers on output growth rates, we could include a dummy variable which takes the value of one when trade barriers are imposed and zero otherwise.  This could then be used to distinguish between different trade barrier levels.  

b. Lagged dependent variables:  Lagged dependent variables are useful when time series data are analyzed.  For example, one might wish to include lagged growth rates in a model used to explain fluctuations in output

c. Logarithmic transformation:  Logarithmic transformations allows inherently linear statistical techniques such as least squares linear regression to estimate non-linear functions.  For example, cost functions where cost is some function of output produced is typically non-linear.  The log transformation allows us to express non-linear relationships in linear form and hence use linear estimation techniques to estimate the model.

13.42   In the first case, the coefficients of the dummy variables measures the difference between the expected tax revenues (as a percentage of gross national product) in the countries that participate in some form of economic integration versus those that do not.  It quantifies the difference between the value of 1 of the dummy variable versus the excluded category.   

In the second case, the intercept terms will include the effect of participation by a country in some form of economic integration on tax revenues.

13.43   The statement is not valid.  The summation of several bivariate (simple) linear regressions does not equal the results obtained from a multiple regression.  Therefore, while separating the independent variables may give some indication of the statistical significance of the individual effects, they will not provide any information about the influence on the dependent variable when the independent variables are taken together.  It is preferable to acknowledge that the group as a whole is clearly influential but the data are not sufficiently informative to allow the disentangling, with any precision, of each independent variable’s separate effects. 

13.44   a.  Heteroscedasticity:  is defined as when the residuals do not have constant variance at all levels of the dependent variable.  It results in parameter estimates that are not efficient and invalidates the confidence interval and hypothesis testing statistics

b. Autocorrelated errors:  Autocorrelation of the residuals is when the error terms are not independent from one another across the order of observation.  It results in inefficient parameter estimates and invalidates the confidence interval and hypothesis testing statistics.  For models that contain lagged dependent variables, autocorrelated errors will result in inconsistent parameter estimates 

13.45   a.  
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c.  The difference in results are likely due to the existence of multicollinearity between earnings per share (x1) and funds flow per share (x2)

13.46 a.  All else equal, the secondary market price of $100 of debt of a country is 9.6 units lower if U.S. bank regulators have mandated write-downs of the country’s assets than if otherwise.  
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Reject H0 at the 1% level since 
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c.  84% of the variability in the secondary market price of $100 of debt of a country is explained by the variability in each of the independent variables

d. Any improvement or change in the model characteristics would have to be weighed against the loss of the degrees of freedom from an added independent variable

13.47    Based on the t-ratios, none of the gender dummy variables has been found to be statistically different from zero.  We have not found strong evidence to suggest that the gender of the student or the gender of the instructor, or gender taken together has a significant impact on total student score in the intermediate economics course.  

13.48 a.  All else equal, a one unit increase in the world price of U.S. wheat will yield an estimated decrease of .62 of a unit in the quantity of U.S. wheat exported.  

b.  
[image: image126.wmf]0313

:0,:0

HH

bb

=>

, 
[image: image127.wmf].61

2.905

.21

t

==

  

Reject H0 at the .5% level since 
[image: image128.wmf]27,.005

2.771

tt

>=


c.  
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, d = .61, n=32, K = 4, 
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 dL = .98 and dU = 1.51

Reject H0 at the 1% level

d.  Given that the residuals are autocorrelated, the hypothesis test results of part b are not valid.  The model must be reestimated taking into account the autocorrelated errors

13.49  a.  All else being equal, a 1% increase in value of new orders leads to expected decrease of .82% in number of failures.

b.  
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, d = .49, n=30, K = 3, 
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Reject H0 at the 1% level

c. Given that the residuals are autocorrelated, the hypothesis test results of part b are not valid.  The model must be reestimated taking into account the autocorrelated errors

d.  
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13.50   a.  All else equal, a bank whose head office is in New York will experience a 
1.67% higher rate of return than one which is based outside of New York

         b.  
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, therefore, reject H0 at the 5% level

c.  
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, therefore, do not reject H0 that the error 
terms have constant variance at the 10% level.

13.51    a.  95% CI:  .253 ( 2.052(.106):  .035<
[image: image137.wmf]b
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b. $.253 increase in current period, further $.138 increase next period, $.075 increase two periods ahead, and so on.  Total expected increase of $.557.

c. 
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Note that due to the presence of a lagged dependent variable used as an independent variable, Durbin’s 
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 statistic is relevant
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, therefore, do not reject H0 at the 10% level

13.52  a.  All else equal, an additional room in a dwelling leads to an expected $10.94 increase in the average monthly electrical bill

b.  
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Do not reject H0 at the 20% level since 
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c.  An indication of the presence of multicollinearity occurs when, taken as a group, the set of independent variables appears to exert a considerable influence on the dependent variable, but when looked at separately through hypothesis tests, none of the individual regression slope coefficients appear significantly different from zero.  So if the F-test of the significance of the overall regression show the model has significant explanatory power and yet none of the individual regression slope coefficients is significant, suspect that multicollinearity exists between the independent variables.

d. If an important independent variable is omitted from the regression model, the least squares estimates will be unreliable due to specification bias.

e. 
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, therefore, do not reject the null hypothesis that the error terms have constant variance at the 10% level

13.53


Regression Analysis: y_log versus x1_log, x2_log

The regression equation is

y_log = - 2.14 + 0.909 x1_log + 0.195 x2_log

Predictor        Coef     SE Coef          T        P

Constant      -2.1415      0.2000     -10.71    0.000

x1_log        0.90947     0.03518      25.85    0.000

x2_log        0.19451     0.07126       2.73    0.018

S = 0.07721     R-Sq = 99.6%     R-Sq(adj) = 99.5%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2     16.7802      8.3901   1407.52    0.000

Residual Error    12      0.0715      0.0060

Total             14     16.8517

Source       DF      Seq SS

x1_log        1     16.7358

x2_log        1      0.0444

Durbin-Watson statistic = 1.67


[image: image147.wmf]01

:0,:0

HH

rr

=>

, d = 1.67, n=15, K = 2, 
[image: image148.wmf].05:
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 dL = .95 and dU = 1.54

Do not reject H0 at the 5% level

13.54
Regression Analysis: y versus x1, x2

The regression equation is

y = - 1.63 + 0.779 x1 + 1.50 x2

Predictor        Coef     SE Coef          T        P

Constant       -1.627       1.130      -1.44    0.166

x1             0.7792      0.1649       4.72    0.000

x2             1.4961      0.1802       8.30    0.000

S = 1.435       R-Sq = 80.2%     R-Sq(adj) = 78.1%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2     158.611      79.305     38.50    0.000

Residual Error    19      39.142       2.060

Total             21     197.753

Source       DF      Seq SS

x1            1      16.626

x2            1     141.985

Durbin-Watson statistic = 1.51

Test for heteroscedasticity:
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, therefore, do not reject H0 that the error terms have constant variance at the 10% level

Test for autocorrelation:
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d = 1.51, n=22, K = 2


[image: image151.wmf].05:

a
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 dL = 1.15 and dU = 1.54


[image: image152.wmf].01:
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 dL = .91 and dU = 1.28

At the 5% level the Durbin-Watson test is inconclusive.  Do not reject H0 at the 1% level
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Regression Analysis: y_log versus x1_log, x2_log, y_laglog_1

The regression equation is

y_log = 0.435 - 0.101 x1_log + 0.237 x2_log + 0.666 y_laglog_1

34 cases used 1 cases contain missing values

Predictor        Coef     SE Coef          T        P

Constant       0.4352      0.4360       1.00    0.326

x1_log       -0.10116     0.03822      -2.65    0.013

x2_log         0.2365      0.1017       2.32    0.027

y_laglog       0.6658      0.1174       5.67    0.000

S = 0.04039     R-Sq = 75.1%     R-Sq(adj) = 72.6%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         3    0.147751    0.049250     30.18    0.000

Residual Error    30    0.048952    0.001632

Total             33    0.196704

Source       DF      Seq SS

x1_log        1    0.001144

x2_log        1    0.094096

y_laglog      1    0.052511

Unusual Observations

Obs     x1_log      y_log         Fit      SE Fit    Residual    St Resid

 20      0.410    4.58497     4.59677     0.02689    -0.01181       -0.39 X

 35     -0.119    4.68398     4.59012     0.01650     0.09386        2.55R 

R denotes an observation with a large standardized residual

X denotes an observation whose X value gives it large influence.

Durbin-Watson statistic = 2.22

Test for autocorrelation.  Note that the lagged variable removes one observation from the original 35 observations.  
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p-value = 2[1-Fz(.880))] = .3788, do not reject H0 at any common level of alpha

13.56 
76.6% of the variation in the FDIC examiner work hours can be explained by the
variation in total assets of the bank, total number of offices, classified to total loan ratio, management rating and if the examination was conducted jointly with the state.
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, therefore, reject H0 at the 1% level
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Regression Analysis: y_log versus x1_log, x2_log, x3_log

The regression equation is

y_log = 2.72 - 0.0252 x1_log + 0.315 x2_log + 0.379 x3_log

Predictor        Coef     SE Coef          T        P

Constant      2.71584     0.08821      30.79    0.000

x1_log       -0.02519     0.04049      -0.62    0.543

x2_log        0.31472     0.05689       5.53    0.000

x3_log         0.3788      0.2009       1.89    0.078

S = 0.03611     R-Sq = 91.7%     R-Sq(adj) = 90.2%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         3    0.231282    0.077094     59.14    0.000

Residual Error    16    0.020859    0.001304

Total             19    0.252140

Source       DF      Seq SS

x1_log        1    0.158727

x2_log        1    0.067919

x3_log        1    0.004636

Durbin-Watson statistic = 1.75


Test for autocorrelation:
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, d = 1.75, n=20, K = 3, 
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 dL = 1.00 and dU = 1.68
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 dL = .77 and dU = 1.41, do not reject H0 at the 1% level or 5% level
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a. 
Regression Analysis: Nonresidential versus Prime Rate 

The regression equation is

Nonresidential = 1282 - 53.0 Prime Rate

Predictor      Coef  SE Coef      T      P

Constant    1282.08    69.68  18.40  0.000

Prime Rate  -53.011    7.278  -7.28  0.000

S = 258.392   R-Sq = 32.3%   R-Sq(adj) = 31.7%

Analysis of Variance

Source           DF        SS       MS      F      P

Regression        1   3542613  3542613  53.06  0.000

Residual Error  111   7411062    66766

Total           112  10953675

Durbin-Watson statistic = 0.05

Test for autocorrelation:
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, d = 0.05, n=113, K = 1, 
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 dL = 1.65 and dU = 1.69
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 dL = 1.52 and dU = 1.56, reject H0 at the 1% level or 5% level.

b.

Regression Analysis

The regression equation is

Nonresidential = - 76.7 + 3.94 Prime Rate + 0.207 Gross domestic product

           - 0.613 Federal - 0.902 State and local

           + 0.0299 Per capita Income (Lagged)

Predictor        Coef       StDev          T        P

Constant       -76.70       15.63      -4.91    0.000

Prime Ra        3.938       1.421       2.77    0.007

Gross do      0.20697     0.01963      10.54    0.000

Federal      -0.61311     0.09838      -6.23    0.000

State an      -0.9023      0.1786      -5.05    0.000

Per capi     0.029940    0.007895       3.79    0.000

S = 13.97       R-Sq = 95.2%     R-Sq(adj) = 95.0%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         5      412868       82574    422.96    0.000

Residual Error   106       20694         195

Total            111      433562

Durbin-Watson statistic = 1.59

Test for autocorrelation:
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, d = 1.59, n=112, K = 5, 
[image: image165.wmf].05:

a
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 dL = 1.57 and dU = 1.78
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 dL = 1.44 and dU = 1.65, test is inconclusive at the 1% level and 5% level.
c. The regression with prime rate had a 
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 and high autocorrelation. It explained only 5% of the variation. The corrected for autocorrelation regression equation using all the predictor variables had a 
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 and no autocorrelation. It explained 95.2% of the variation. The second regression model explains the investment much better.
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a.
Regression Analysis

The regression equation is

Services = - 58.8 + 0.557 Disposable Personal Income

Predictor        Coef       StDev          T        P

Constant       -58.80       12.79      -4.60    0.000

Disposab     0.556675    0.002098     265.31    0.000

S = 32.87       R-Sq = 99.8%     R-Sq(adj) = 99.8%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         1    76039381    76039381  70388.18    0.000

Residual Error   111      119912        1080

Total            112    76159292

Durbin-Watson statistic = 0.75

Test for autocorrelation:
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, d = 0.75, n = 113, K = 1, 
[image: image170.wmf].05:
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 dL = 1.65 and dU = 1.69
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 dL = 1.52 and dU = 1.56, reject H0 at the 1% level and 5% level. There is autocorrelation.

b.


Regression Analysis

The regression equation is

Services = 64.4 + 0.465 Disposable Personal Income

           + 0.0835 Total Consumption (lagged 1 per - 4.41 Prime Rate

Predictor        Coef       StDev          T        P

Constant        64.44       38.54       1.67    0.097

Disposab      0.46526     0.03938      11.82    0.000

Total Co      0.08354     0.03811       2.19    0.031

Prime Ra       -4.415       1.350      -3.27    0.001

S = 31.50       R-Sq = 99.9%     R-Sq(adj) = 99.9%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         3    76051107    25350369  25541.15    0.000

Residual Error   109      108186         993

Total            112    76159292

Durbin-Watson statistic = 0.63

Test for autocorrelation:
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, d = 0.63, n = 113, K = 3, 
[image: image173.wmf].05:

a
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 dL = 1.61 and dU = 1.74


[image: image174.wmf].01:

a
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 dL = 1.48 and dU = 1.60, reject H0 at the 1% level and 5% level. There is still autocorrelation. The new model reduces but does not eliminate autocorrelation.

13.60
a.  Regression of value added as a function of inputs labor and capital is as follows:
Regression Analysis: valadded versus labor, capital

The regression equation is

valadded = 123 + 2.32 labor + 0.472 capital

Predictor        Coef     SE Coef          T        P

Constant        122.7       170.9       0.72    0.480

labor           2.323       1.033       2.25    0.034

capital        0.4716      0.1123       4.20    0.000

S = 469.9       R-Sq = 96.0%     R-Sq(adj) = 95.6%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2   126519178    63259589    286.46    0.000

Residual Error    24     5299991      220833

Total             26   131819169

Source       DF      Seq SS

labor         1   122623731

capital       1     3895447

Durbin-Watson statistic = 2.02

b. Plot of residuals versus labor and capital is as follows:
[image: image175.wmf]
[image: image176.wmf]

Residual plots indicate possible evidence of increasing variance.

c. Estimate the Cobb–Douglas production function.
Regression Analysis: lnvaladd versus lnlabor, lncapital

The regression equation is

lnvaladd = 1.29 + 0.596 lnlabor + 0.366 lncapital

Predictor        Coef     SE Coef          T        P

Constant       1.2883      0.3225       3.99    0.001

lnlabor        0.5960      0.1293       4.61    0.000

lncapita      0.36638     0.09009       4.07    0.000

S = 0.1918      R-Sq = 94.1%     R-Sq(adj) = 93.7%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         2     14.1803      7.0902    192.74    0.000

Residual Error    24      0.8829      0.0368

Total             26     15.0632

Durbin-Watson statistic = 1.68

The coefficient for labor is approximately .60 and the coefficient for capital is roughly .37.  Sum is .97, which is close to the restriction implied by the Cobb–Douglas model.  

d. Estimate the Cobb–Douglas production function with constant returns to scale.
Regression Analysis: lnvaldif versus lnlabdif

The regression equation is

lnvaldif = 1.11 + 0.657 lnlabdif

Predictor        Coef     SE Coef          T        P

Constant       1.1120      0.1410       7.89    0.000

lnlabdif      0.65723     0.08031       8.18    0.000

S = 0.1894      R-Sq = 72.8%     R-Sq(adj) = 71.7%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         1      2.4015      2.4015     66.97    0.000

Residual Error    25      0.8965      0.0359

Total             26      3.2981

Durbin-Watson statistic = 1.67

The coefficient for labor in the Cobb–Douglas model is, 
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 and thus the coefficent for capital is 
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  These compare favorably to the unrestricted model where the coefficients were 
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e.  The linear model from part a and the log transformed model from part b  cannot be compared using R2 because the dependent variables are not the same variable.  Therefore, the models can only be compared by computing predicted values in value added units and comparing the implied residuals.  

Plot of residuals from the unrestricted exponential model (part b):

[image: image180.wmf]
[image: image181.wmf]
There is no strong evidence that the residuals exhibit strong patterns.  However, there are two quite large positive residuals with values around 1,400, which is almost twice that of the next largest positive residuals.

Plot the residuals from the restricted exponential model (part c):

[image: image182.wmf]
No evidence of strong data patterns, may want to check for increasing variance.

Descriptive Statistics: linresid, reslnmd, rescob

Variable             N       Mean     Median     TrMean      StDev    SE Mean

linresid            27       -0.0      -24.0      -12.6      451.5       86.9

reslnmd             27       58.6      -22.4       28.0      486.7       93.7

rescob              27       22.0      -18.7       -3.7      472.4       90.9

Variable       Minimum    Maximum         Q1         Q3

linresid        -841.4     1155.9     -263.6       56.0

reslnmd         -619.5     1503.8     -202.5       90.0

rescob          -691.1     1379.2     -201.7       62.4

Compare the standard deviations of the implied residuals:

Descriptive Statistics: linresid, reslnmd, rescob

Variable             N       Mean     Median     TrMean      StDev    SE Mean

linresid            27       -0.0      -24.0      -12.6      451.5       86.9

reslnmd             27       58.6      -22.4       28.0      486.7       93.7

rescob              27       22.0      -18.7       -3.7      472.4       90.9

Variable       Minimum    Maximum         Q1         Q3

linresid        -841.4     1155.9     -263.6       56.0

reslnmd         -619.5     1503.8     -202.5       90.0

rescob          -691.1     1379.2     -201.7       62.4

Note that both the mean and standard deviation of the implied residuals from the restricted exponential model (part c) are smaller than from the unrestricted exponential model (part b).
13.61   a.  Estimate with the statistically significant independent variables:
Regression Analysis: hseval versus sizehse, taxrate, totexp, Comper

The regression equation is

hseval = - 23.4 + 9.21 sizehse - 178 taxrate +0.000001 totexp - 20.4 Comper

Predictor        Coef     SE Coef          T        P

Constant      -23.433       8.986      -2.61    0.011

sizehse         9.210       1.564       5.89    0.000

taxrate       -177.53       39.87      -4.45    0.000

totexp     0.00000142  0.00000030       4.80    0.000

Comper        -20.370       6.199      -3.29    0.001

S = 3.400       R-Sq = 55.1%     R-Sq(adj) = 52.9%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         4     1203.84      300.96     26.03    0.000

Residual Error    85      982.79       11.56

Total             89     2186.63

Source       DF      Seq SS

sizehse       1      643.12

taxrate       1      244.06

totexp        1      191.82

Comper        1      124.84

Unusual Observations

Obs    sizehse     hseval         Fit      SE Fit    Residual    St Resid

 23       5.70     20.003      27.850       0.806      -7.847       -2.38R 

 49       5.60     29.810      28.522       1.708       1.288        0.44 X

 50       5.60     30.061      28.178       1.687       1.883        0.64 X

 75       5.70     35.976      24.490       0.535      11.486        3.42R 

 76       5.70     35.736      25.093       0.553      10.643        3.17R 

R denotes an observation with a large standardized residual

X denotes an observation whose X value gives it large influence.

Durbin-Watson statistic = 1.20

Since all of the independent variables are statistically significant leave all of the independent variables in the regression model.

b.  The auxiliary regression is as follows:
Regression Analysis: ResiSq versus FITS1

The regression equation is

ResiSq = - 15.1 + 1.24 FITS1

Predictor        Coef     SE Coef          T        P

Constant       -15.09       11.96      -1.26    0.210

FITS1          1.2370      0.5604       2.21    0.030

S = 19.44       R-Sq = 5.2%      R-Sq(adj) = 4.2%
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; therefore, reject the null hypothesis that the error terms have constant variance at the 5% level and the economist is correct that heteroscedasticity is likely to be a problem.

c. Use population as the weighting variable.  The constant term has been suppressed.

Regression Analysis: hseval/pop versus sizehse/pop, taxrate/pop, ... 

The regression equation is

hseval/pop = 5.02 sizehse/pop - 191 taxrate/pop + 0.000002 totexp/pop

             - 25.6 comper/pop

Predictor          Coef     SE Coef      T      P

Noconstant

sizehse/pop      5.0208      0.2433  20.63  0.000

taxrate/pop     -191.06       33.12  -5.77  0.000

totexp/pop   0.00000166  0.00000068   2.45  0.016

comper/pop      -25.575       5.119  -5.00  0.000

S = 0.000354555

Analysis of Variance

Source          DF          SS          MS       F      P

Regression       4  0.00044572  0.00011143  886.42  0.000

Residual Error  86  0.00001081  0.00000013

Total           90  0.00045653

The partial regression slope coefficients in the weighted least squares model have smaller rates of response than the unweighted model.  The coefficients all have the same sign and are significantly different from zero at the .02 level of significance.  
F-calc has increased from 26.03 up to 886.42.  

13.62


a.
Regression Analysis

The regression equation is

Services = - 74.2 + 0.411 Gross domestic product

Predictor        Coef       StDev          T        P

Constant       -74.16       15.28      -4.85    0.000

Gross do     0.410936    0.001843     223.03    0.000

S = 39.09       R-Sq = 99.8%     R-Sq(adj) = 99.8%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         1    75989723    75989723  49742.82    0.000

Residual Error   111      169569        1528

Total            112    76159292

Durbin-Watson statistic = 0.26

Test for autocorrelation:
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, d = 0.26, n=113, K = 1, 
[image: image187.wmf].05:

a
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 dL = 1.65 and dU = 1.69


[image: image188.wmf].01:

a
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 dL = 1.52 and dU = 1.56, reject H0 at the 1% level and 5% level. There is autocorrelation.


b. 
Regression Analysis

The regression equation is

Services = 39.4 + 0.288 Gross domestic product

+ 0.218 Personal consumption (lagged) - 1.48 Imports of Services- 8.26 Prime Rate

Predictor        Coef       StDev          T        P

Constant        39.39       45.90       0.86    0.393

Gross do      0.28837     0.02265      12.73    0.000

Personal      0.21841     0.03665       5.96    0.000

Imports       -1.4819      0.4097      -3.62    0.000

Prime Ra       -8.259       1.164      -7.09    0.000

S = 29.13       R-Sq = 99.9%     R-Sq(adj) = 99.9%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         4    76067648    19016912  22410.88    0.000

Residual Error   108       91644         849

Total            112    76159292

Durbin-Watson statistic = 0.40

Test for autocorrelation:
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=>

, d = 0.40, n=113, K = 4, 
[image: image190.wmf].05:

a

=

 dL = 1.59 and dU = 1.76


[image: image191.wmf].01:

a

=

 dL = 1.46 and dU = 1.63, reject H0 at the 1% level and 5% level. There is still autocorrelation. The new model reduces but does not eliminate autocorrelation.

13.63


a.
Regression Analysis

The regression equation is

Durable goods = - 471 + 0.189 Disposable Personal Income

Predictor        Coef       StDev          T        P

Constant      -471.28       21.11     -22.32    0.000

Disposab     0.188898    0.003620      52.18    0.000

S = 65.97       R-Sq = 95.5%     R-Sq(adj) = 95.5%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         1    11852383    11852383   2723.01    0.000

Residual Error   127      552790        4353

Total            128    12405173

Durbin-Watson statistic = 0.07

Test for autocorrelation:
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, d = 0.07, n=129, K = 1, 
[image: image193.wmf].05:

a

=

 dL = 1.65 and dU = 1.69


[image: image194.wmf].01:

a

=

 dL = 1.52 and dU = 1.56, reject H0 at the 1% level and 5% level. There is autocorrelation.


b.

Regression Analysis

The regression equation is

Durable goods = 1107 - 0.0165 Disposable Personal Income

+ 0.222 Personal consumption expenditur + 0.339 Import of Goods- 0.00703 Population (midperiod, thousand - 1.22 Prime Rate

Predictor        Coef       StDev          T        P

Constant       1106.7       143.3       7.72    0.000

Disposab     -0.01651     0.03038      -0.54    0.588

Personal      0.22240     0.03151       7.06    0.000

Import o      0.33943     0.03147      10.79    0.000

Populati   -0.0070262   0.0008745      -8.03    0.000

Prime Ra      -1.2227      0.6659      -1.84    0.069

S = 19.66       R-Sq = 99.6%     R-Sq(adj) = 99.6%

Analysis of Variance

Source            DF          SS          MS         F        P

Regression         5    12357630     2471526   6394.15    0.000

Residual Error   123       47543         387

Total            128    12405173

Durbin-Watson statistic = 0.86

Test for autocorrelation:
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, d = 0.86, n=129, K = 5, 
[image: image196.wmf].05:

a

=

 dL = 1.57 and dU = 1.78


[image: image197.wmf].01:

a

=

 dL = 1.44 and dU = 1.65, reject H0 at the 1% level and 5% level. There is autocorrelation. This regression model does not solve the problem of autocorrelation.

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































_1081435603.unknown

_1084939359.txt
��������Residuals vs Fits for y_sales_��������������������������������������������������������������������������������������������������������������x,������ð+��Residuals vs Fits for y_sales_��������������������������������������������������������������������������������������������������;; HMF V1.24 TEXT
;; (Microsoft Win32 Intel 386)  HOOPS 5.00-17 I.M. 3.00-17
(Selectability "windows=off,geometry=on")
(Visibility "on")
(Color_By_Index "Geometry,Face Contrast" 1)
(Color_By_Index "Window" 0)
(Window_Frame "off")
(Window -1 1 -1 1)
(Camera (0 0 -5) (0 0 0) (0 1 0) 2 2 "Stretched")

;; (Driver_Options "no backing storeno borderno control areano double-buffering
;; no double bufferingno fixed colors,no force black-and-whiteno force black an
;; d whiteno gamma correctionno landscape orientation,light scaling=0,no color 
;; consolidation,no number of colors,no pen speed,no special events,no subscree
;; n creatingno subscreen movingno subscreen resizingsubscreen stretchingno out
;; put format,no use window id 2")
(Edge_Pattern  "---")
(Edge_Weight 1)
(Face_Pattern "solid")
(Heuristics "no related selection limit")
(Line_Pattern  "---")
(Line_Weight 1)
(Marker_Size 0.421875)
(Marker_Symbol ".")
(Text_Font "name=arial-gdi-vector,no transforms,rotation=follow path")
(User_Options "mtb aspect ratio=0.675953,graphicsversion=6,worksheettitle=\"Wor
ksheet 1\",optiplot=0,builtin=1,statguideid=2003,toplayer=0,angle=0,arrowdir=0,
arrowstyle=0,polygon=0,isdata=0,textfollowpath=1,ldfill=0,solidfill=0,3d=0,useb
itmap=0,canbrush=0,brushrows=22,light scaling=0.00000,sessionline=2595")
(Segment "include" ())
(Front ((Segment "figure1" (
    (Window_Pattern "clear")
    (Window -1 1 -1 1)
    (User_Options "viewinfigurecoord=0")
    (Front ((Segment "region" (
	(Front ((Segment "figure box" (
	    (Visibility "polygons=off,lines=off")
	    (Color_By_Index "Face" 0)
	    (Color_By_Index "Face Contrast,Line,Edge" 1)
	    (Edge_Pattern  "---")
	    (Edge_Weight 1)
	    (Face_Pattern "solid")
	    (Line_Pattern  "---")
	    (Line_Weight 1)
	    (User_Options "solidfill=1")
	    (Segment "" (
	      (Polygon ((-0.99995 -0.99995 0) (0.99995 -0.99995 0) (0.99995 
		 0.99995 0) (-0.99995 0.99995 0) (-0.99995 -0.99995 0)))))))
	  (Segment "data box" (
	    (Visibility "faces=off")
	    (Color_By_Index "Face" 1)
	    (Color_By_Index "Face Contrast,Line,Edge" 1)
	    (Edge_Pattern  "---")
	    (Edge_Weight 1)
	    (Face_Pattern "/")
	    (Line_Pattern  "---")
	    (Line_Weight 1)
	    (User_Options "ldfill=1,solidfill=1")
	    (Segment "" (
	      (Polygon ((-0.679966 -0.59997 0) (0.79996 -0.59997 0) (0.79996 
		 0.59997 0) (-0.679966 0.59997 0) (-0.679966 -0.59997 0)))))))
	  (Segment "legend box" ())
	  (Segment "legend" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (User_Options "viewinfigurecoord=1")
	    (Front ((Segment "symbol1" ())))))))))
      (Segment "object" (
	(Front ((Segment "frame" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (Front ((Segment "tick" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "^*")
		    (Text_Font "name=arial-gdi-vector,size=0.02877 sru")
		    (Segment "" (
		      (Text 0.531402 -0.653967 0 "6500")))
		    (Segment "" (
		      (Text 0.012215 -0.653967 0 "6000")))
		    (Segment "" (
		      (Text -0.506972 -0.653967 0 "5500")))
		    (Segment "major" (
		      (Segment "" (
			(Polyline ((0.531402 -0.59997 0) (0.531402 -0.639968 0)
			  ))))
		      (Segment "" (
			(Polyline ((0.012215 -0.59997 0) (0.012215 -0.639968 0)
			  ))))
		      (Segment "" (
			(Polyline ((-0.506972 -0.59997 0) (-0.506972 -0.639968 
			   0)))))))))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "*>")
		    (Text_Font "name=arial-gdi-vector,size=0.02877 sru")
		    (Segment "" (
		      (Text -0.719964 0.505618 0 "200")))
		    (Segment "" (
		      (Text -0.719964 0.306685 0 "100")))
		    (Segment "" (
		      (Text -0.719964 0.107751 0 "0")))
		    (Segment "" (
		      (Text -0.719964 -0.0911824 0 "-100")))
		    (Segment "" (
		      (Text -0.719964 -0.290116 0 "-200")))
		    (Segment "" (
		      (Text -0.719964 -0.489049 0 "-300")))
		    (Segment "major" (
		      (Segment "" (
			(Polyline ((-0.679966 0.505618 0) (-0.709964 0.505618 0
			   )))))
		      (Segment "" (
			(Polyline ((-0.679966 0.306685 0) (-0.709964 0.306685 0
			   )))))
		      (Segment "" (
			(Polyline ((-0.679966 0.107751 0) (-0.709964 0.107751 0
			   )))))
		      (Segment "" (
			(Polyline ((-0.679966 -0.0911824 0) (-0.709964 
			   -0.0911824 0)))))
		      (Segment "" (
			(Polyline ((-0.679966 -0.290116 0) (-0.709964 -0.290116
			   0)))))
		      (Segment "" (
			(Polyline ((-0.679966 -0.489049 0) (-0.709964 -0.489049
			   0)))))))))))))
	      (Segment "grid" ())
	      (Segment "reference" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "...")
		    (Edge_Weight 1)
		    (Line_Pattern  "...")
		    (Line_Weight 1)
		    (Text_Font "name=arial-gdi-vector,size=0.03385 sru")
		    (Segment "" (
		      (Polyline ((-0.679966 0.107751 0) (0.79996 0.107751 0))))
		     )))))))
	      (Segment "axis" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "^*")
		    (Text_Font "name=arial-gdi-vector,size=0.03724 sru")
		    (Segment "" (
		      (Text 0.059997 -0.751102 0 "Fitted Value")))
		    (Segment "" (
		      (Polyline ((-0.659967 -0.59997 0) (0.779961 -0.59997 0)))
		      ))))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "*>")
		    (Text_Font "name=arial-gdi-vector,size=0.03724 sru")
		    (Text_Path 6.12303e-17 1 0)
		    (Segment "" (
		      (Selectability "polygons=on!,text=off")
		      (Visibility "polygons=off")
		      (Text_Alignment "v>")
		      (Text_Path 0 1 0)
		      (User_Options "angle=90,polygon=3,linect=1,charct=8")
		      (Polygon ((-0.914585 -0.142709 0) (-0.914585 0.129125 0) 
			(-0.831167 0.129125 0) (-0.831167 -0.142709 0)))
		      (Renumber (Text -0.852022 -0.142709 0 "Residual") 1 "L")
		      (Segment "raw" (
			(Visibility "off")
			(Renumber (Text 0 0 0 "Residual") 1 "L")))))
		    (Segment "" (
		      (Polyline ((-0.679966 -0.579971 0) (-0.679966 0.579971 0)
			))))))))))))))
	  (Segment "data" (
	    (Window_Pattern "clear")
	    (Window -0.66 0.78 -0.58 0.58)
	    (User_Options "isdata=1,viewinfigurecoord=1")
	    (Front ((Segment "symbol1" (
		(Segment "points" (
		  (Color_By_Index "Marker" 1)
		  (Marker_Size 0.421875)
		  (Marker_Symbol "@")
		  (User_Options "canbrush=1,brushsetup=0,grouping=0")
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 22)
		    (Marker 0.927393 0.411936 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 21)
		    (Marker 0.773882 0.0910463 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 20)
		    (Marker 0.704004 -0.294979 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 19)
		    (Marker 0.684746 0.0149224 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 18)
		    (Marker 0.943349 0.943349 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 17)
		    (Marker 0.665489 0.907904 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 16)
		    (Marker 0.584607 0.338827 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 15)
		    (Marker 0.488869 -0.366413 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 14)
		    (Marker 0.352415 -0.172226 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 13)
		    (Marker 0.343061 -0.362633 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 12)
		    (Marker 0.274284 -0.943349 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 11)
		    (Marker 0.115821 0.925518 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 10)
		    (Marker -0.080607 0.758144 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 9)
		    (Marker -0.28969 0.274449 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 8)
		    (Marker -0.579105 0.348801 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 7)
		    (Marker -0.706205 0.122876 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 6)
		    (Marker -0.804144 -0.391916 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 5)
		    (Marker -0.86907 0.0986227 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 4)
		    (Marker -0.839908 0.334529 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 3)
		    (Marker -0.943349 -0.112299 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 2)
		    (Marker -0.919139 0.636148 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 1)
		    (Marker -0.941148 0.523856 0)))))))))))))))
      (Segment "labels" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)))
      (Segment "annotation" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)
	(Front ((Segment "text1" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.04401 sru")
	    (Segment "" (
	      (Text 0 0.899886 0 "Residuals Versus the Fitted Values")))))
	  (Segment "text2" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.03047 sru")
	    (Segment "" (
	      (Text 0 0.77117 0 "(response is y_sales_)")))))))))))))
  (Segment "annotation" (
    (Window_Pattern "clear")
    (Window -1 1 -1 1)
    (User_Options "toplayer=1")))))
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_1206695638.unknown

_1206715822.unknown

_1292936593.unknown
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_1084939772.txt
��������Residuals vs Fits for y_Female���������������������������������������������������������������������������������������������������������������=������ü<��Residuals vs Fits for y_Female��������������������������������������������������������������������������������������������������;; HMF V1.24 TEXT
;; (Microsoft Win32 Intel 386)  HOOPS 5.00-17 I.M. 3.00-17
(Selectability "windows=off,geometry=on")
(Visibility "on")
(Color_By_Index "Geometry,Face Contrast" 1)
(Color_By_Index "Window" 0)
(Window_Frame "off")
(Window -1 1 -1 1)
(Camera (0 0 -5) (0 0 0) (0 1 0) 2 2 "Stretched")

;; (Driver_Options "no backing storeno borderno control areano double-buffering
;; no double bufferingno fixed colors,no force black-and-whiteno force black an
;; d whiteno gamma correctionno landscape orientation,light scaling=0,no color 
;; consolidation,no number of colors,no pen speed,no special events,no subscree
;; n creatingno subscreen movingno subscreen resizingsubscreen stretchingno out
;; put format,no use window id 2")
(Edge_Pattern  "---")
(Edge_Weight 1)
(Face_Pattern "solid")
(Heuristics "no related selection limit")
(Line_Pattern  "---")
(Line_Weight 1)
(Marker_Size 0.421875)
(Marker_Symbol ".")
(Text_Font "name=arial-gdi-vector,no transforms,rotation=follow path")
(User_Options "mtb aspect ratio=0.675953,graphicsversion=6,worksheettitle=\"Hou
sehold Income.xls\",optiplot=0,builtin=1,statguideid=2003,toplayer=0,angle=0,ar
rowdir=0,arrowstyle=0,polygon=0,isdata=0,textfollowpath=1,ldfill=0,solidfill=0,
3d=0,usebitmap=0,canbrush=0,brushrows=50,light scaling=0.00000,sessionline=2804
")
(Segment "include" ())
(Front ((Segment "figure1" (
    (Window_Pattern "clear")
    (Window -1 1 -1 1)
    (User_Options "viewinfigurecoord=0")
    (Front ((Segment "region" (
	(Front ((Segment "figure box" (
	    (Visibility "polygons=off,lines=off")
	    (Color_By_Index "Face" 0)
	    (Color_By_Index "Face Contrast,Line,Edge" 1)
	    (Edge_Pattern  "---")
	    (Edge_Weight 1)
	    (Face_Pattern "solid")
	    (Line_Pattern  "---")
	    (Line_Weight 1)
	    (User_Options "solidfill=1")
	    (Segment "" (
	      (Polygon ((-0.99995 -0.99995 0) (0.99995 -0.99995 0) (0.99995 
		 0.99995 0) (-0.99995 0.99995 0) (-0.99995 -0.99995 0)))))))
	  (Segment "data box" (
	    (Visibility "faces=off")
	    (Color_By_Index "Face" 1)
	    (Color_By_Index "Face Contrast,Line,Edge" 1)
	    (Edge_Pattern  "---")
	    (Edge_Weight 1)
	    (Face_Pattern "/")
	    (Line_Pattern  "---")
	    (Line_Weight 1)
	    (User_Options "ldfill=1,solidfill=1")
	    (Segment "" (
	      (Polygon ((-0.679966 -0.59997 0) (0.79996 -0.59997 0) (0.79996 
		 0.59997 0) (-0.679966 0.59997 0) (-0.679966 -0.59997 0)))))))
	  (Segment "legend box" ())
	  (Segment "legend" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (User_Options "viewinfigurecoord=1")
	    (Front ((Segment "symbol1" ())))))))))
      (Segment "object" (
	(Front ((Segment "frame" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (Front ((Segment "tick" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "^*")
		    (Text_Font "name=arial-gdi-vector,size=0.02877 sru")
		    (Segment "" (
		      (Text 0.656876 -0.653967 0 "65")))
		    (Segment "" (
		      (Text 0.217928 -0.653967 0 "60")))
		    (Segment "" (
		      (Text -0.221019 -0.653967 0 "55")))
		    (Segment "" (
		      (Text -0.659967 -0.653967 0 "50")))
		    (Segment "major" (
		      (Segment "" (
			(Polyline ((0.656876 -0.59997 0) (0.656876 -0.639968 0)
			  ))))
		      (Segment "" (
			(Polyline ((0.217928 -0.59997 0) (0.217928 -0.639968 0)
			  ))))
		      (Segment "" (
			(Polyline ((-0.221019 -0.59997 0) (-0.221019 -0.639968 
			   0)))))
		      (Segment "" (
			(Polyline ((-0.659967 -0.59997 0) (-0.659967 -0.639968 
			   0)))))))))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "*>")
		    (Text_Font "name=arial-gdi-vector,size=0.02877 sru")
		    (Segment "" (
		      (Text -0.719964 0.485511 0 "5")))
		    (Segment "" (
		      (Text -0.719964 0.0640561 0 "0")))
		    (Segment "" (
		      (Text -0.719964 -0.357398 0 "-5")))
		    (Segment "major" (
		      (Segment "" (
			(Polyline ((-0.679966 0.485511 0) (-0.709964 0.485511 0
			   )))))
		      (Segment "" (
			(Polyline ((-0.679966 0.0640561 0) (-0.709964 0.0640561
			   0)))))
		      (Segment "" (
			(Polyline ((-0.679966 -0.357398 0) (-0.709964 -0.357398
			   0)))))))))))))
	      (Segment "grid" ())
	      (Segment "reference" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "...")
		    (Edge_Weight 1)
		    (Line_Pattern  "...")
		    (Line_Weight 1)
		    (Text_Font "name=arial-gdi-vector,size=0.03385 sru")
		    (Segment "" (
		      (Polyline ((-0.679966 0.0640561 0) (0.79996 0.0640561 0))
		       )))))))))
	      (Segment "axis" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "^*")
		    (Text_Font "name=arial-gdi-vector,size=0.03724 sru")
		    (Segment "" (
		      (Text 0.059997 -0.751102 0 "Fitted Value")))
		    (Segment "" (
		      (Polyline ((-0.659967 -0.59997 0) (0.779961 -0.59997 0)))
		      ))))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "*>")
		    (Text_Font "name=arial-gdi-vector,size=0.03724 sru")
		    (Text_Path 6.12303e-17 1 0)
		    (Segment "" (
		      (Selectability "polygons=on!,text=off")
		      (Visibility "polygons=off")
		      (Text_Alignment "v>")
		      (Text_Path 0 1 0)
		      (User_Options "angle=90,polygon=3,linect=1,charct=8")
		      (Polygon ((-0.873289 -0.142709 0) (-0.873289 0.129125 0) 
			(-0.789871 0.129125 0) (-0.789871 -0.142709 0)))
		      (Renumber (Text -0.810726 -0.142709 0 "Residual") 1 "L")
		      (Segment "raw" (
			(Visibility "off")
			(Renumber (Text 0 0 0 "Residual") 1 "L")))))
		    (Segment "" (
		      (Polyline ((-0.679966 -0.579971 0) (-0.679966 0.579971 0)
			))))))))))))))
	  (Segment "data" (
	    (Window_Pattern "clear")
	    (Window -0.66 0.78 -0.58 0.58)
	    (User_Options "isdata=1,viewinfigurecoord=1")
	    (Front ((Segment "symbol1" (
		(Segment "points" (
		  (Color_By_Index "Marker" 1)
		  (Marker_Size 0.421875)
		  (Marker_Symbol "@")
		  (User_Options "canbrush=1,brushsetup=0,grouping=0")
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 50)
		    (Marker 0.944588 -0.506916 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 49)
		    (Marker 0.112153 -0.343107 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 48)
		    (Marker 0.35958 -0.158431 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 47)
		    (Marker 0.25122 0.246849 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 46)
		    (Marker -0.135532 -0.222284 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 45)
		    (Marker 0.320343 0.251658 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 44)
		    (Marker -0.0572284 0.556359 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 43)
		    (Marker -0.0890552 -0.350345 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 42)
		    (Marker -0.5657 0.116041 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 41)
		    (Marker -0.544357 -0.17099 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 40)
		    (Marker -0.547927 -6.874e-3 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 39)
		    (Marker -5.68683e-4 -5.29282e-3 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 38)
		    (Marker -0.131066 0.600768 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 37)
		    (Marker 0.0951931 0.83974 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 36)
		    (Marker 0.362209 0.0418961 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 35)
		    (Marker 0.752474 -0.0308755 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 34)
		    (Marker 0.378699 -0.0940217 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 33)
		    (Marker 0.391989 0.224395 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 32)
		    (Marker 0.286109 0.48139 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 31)
		    (Marker 0.101451 3.90557e-3 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 30)
		    (Marker 0.0311223 -0.130263 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 29)
		    (Marker 0.459245 -0.553348 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 28)
		    (Marker 0.467673 0.381246 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 27)
		    (Marker 0.0356882 0.314815 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 26)
		    (Marker 0.166775 0.943349 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 25)
		    (Marker 0.257605 0.776956 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 24)
		    (Marker 0.0595357 0.0683974 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 23)
		    (Marker 0.419985 0.103828 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 22)
		    (Marker 0.28485 -0.607078 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 21)
		    (Marker 0.532226 0.217107 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 20)
		    (Marker 0.0247 0.0227209 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 19)
		    (Marker -0.169686 0.385207 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 18)
		    (Marker -0.603249 0.0299995 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 17)
		    (Marker -0.900818 0.588135 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 16)
		    (Marker -0.315984 -0.137998 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 15)
		    (Marker -0.203246 -0.170641 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 14)
		    (Marker -0.307449 0.665671 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 13)
		    (Marker -0.897585 -0.854477 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 12)
		    (Marker 0.277334 0.448251 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 11)
		    (Marker 0.44397 -0.0991548 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 10)
		    (Marker 0.43165 0.249787 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 9)
		    (Marker -0.0483465 0.458575 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 8)
		    (Marker 0.549279 0.676367 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 7)
		    (Marker -0.383759 0.204375 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 6)
		    (Marker 0.0533749 -0.0695885 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 5)
		    (Marker 0.0342642 -0.526396 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 4)
		    (Marker 0.201189 -0.943349 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 3)
		    (Marker -0.323301 0.539236 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 2)
		    (Marker 0.349297 0.507806 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 1)
		    (Marker -0.0347935 0.558685 0)))))))))))))))
      (Segment "labels" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)))
      (Segment "annotation" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)
	(Front ((Segment "text1" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.04401 sru")
	    (Segment "" (
	      (Text 0 0.899886 0 "Residuals Versus the Fitted Values")))))
	  (Segment "text2" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.03047 sru")
	    (Segment "" (
	      (Text 0 0.77117 0 "(response is y_Female)")))))))))))))
  (Segment "annotation" (
    (Window_Pattern "clear")
    (Window -1 1 -1 1)
    (User_Options "toplayer=1")))))
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