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1. (12 points) An astronomer has observed a time series over 120 weeks. She is inter-
ested in testing if there is any evidence for autocorrelation between observations
three weeks apart. Using RStudio she has found that r3 = 0.85323.

(@) (3 points) Formulate the relevant null hypothesis and alternative hypothesis
for this question.

(b) (6 points) Calculate the relevant test statistic for this null hypothesis.

(c) (3 points) Perform the hypothesis test with significance level 5%.

2. (12 points) The following table presents predicted monthly sales and actual monthly
sales for a company over the first three months of 2020.

Actual Sales Predicted Sales

January 25 22
February 28 30
March 29 30

(a) (2 points) Calculate the forecast error for each month.
(b) (3 points) Calculate the MAD (mean absolute deviation).
(c) (3 points) Calculate MSE (mean squared error).

(d) (4 points) Calculate MAPE (mean absolute precent forecast error).

3. (12 points) Assume the model
Yy =& + O.658t_1 + O~24€t—2

where E(e;) = 0 and Var(e;) = 02 and ¢; are independent random variables.

(a) (2 points) What model is this?
(b) (2 points) What are the parameter values?
(c) (6 points) Is the model stationary? Is it invertible?

(d) (2 points) Rewrite the model using the backshift operator B.

4. (12 points) An astronomer had found interest in the following model
(1-09B)y: = (1 —0.50B) &

(a) (2 points) What model is this?
(b) (4 points) What are the parameter values?

(c) (6 points) Is the model stationary? Is it invertible?
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5. (12 points) Rewrite the following ARIMA(0,1,1) model
(1 — B) Y = (1 — OlB) Et

in difference-equation form (that is, in a formula without the backshift operator
that contains y; and lagged values of y; among other things).
6. (10 points) A spurious correlation refers to a situation where:
A. two variables are related through their correlation with a third variable.
B. the correlation coefficient between two variables cannot be estimated.

C. there is direct causal relationship between two variables but tests for cor-

relations reject this relationship.

D. the correlation between two variables is positive until the sample size
reaches a threshold, and negative after the sample size crosses the thresh-
old.

7. (10 points) In the given AR(1) model,
yr=a+pyi_1+e, t=12,...,

the Dickey-Fuller distribution refers to the:
A. asymptotic distribution of the t statistic under the hypothesis Hy : p = 1.
B. asymptotic distribution of the F statistic under the hypothesis Hy : p = 1.
C. asymptotic distribution of the #? statistic under the hypothesis Hy : p = 1.
D.

asymptotic distribution of the z statistic under the hypothesis Hy : p = 1.

8. (20 points) A stochastic process is given by
Yr = 0.50]/13,1 + &

where ¢; is independent and normally distributed with expected value 0 and with

variance 0?.

(a) (2 points) What kind of model is this? Is it stationary?
(b) (8 points) Find the moving average representation for y;.
(c) (4 points) Use the moving average representation to compute E(y;).

(d) (6 points) Use the moving average representation to compute Var(y;).
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