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� The maximum number of points for each problem is stated after each
question. If not indicated otherwise, to obtain the maximum number
of points on each problem, detailed and clear solutions are required.
Answers may be given in English or Swedish.
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The Data Material

Data on air pollution in 41 U.S. cities are given below. There is a single
dependent variable, so2, the annual mean concentration of sulphur dioxide
(svaveldioxid) and six explanatory variables, two which concern human ecol-
ogy and four climate.

so2 Annual mean concentration of sulphur dioxide in micrograms per cubic
meter (sulphur dioxide sv. svaveldioxid)

temp Average annual temperature in Fahrenheit

manuf Number of manufacturing enterprises employing 20 or more workers

pop Population size (1970 census) in thousands

wind Average annual wind speed in miles per hour

precip Average annual precipitation in inches (precipitation sv. nederbörd)

days Average number of days with precipitation

north Indicator for low average temperature (=1 if temp < 54.8; =0 if
temp > 54.8)



1. The following equations were estimated using the above data. The
first equation is for cities with an average temperature less than 54.8
Fahrenheit (presumably northern cities) and the second for cities with
an average temperature above 54.8

ŝo2 = β0 + β1temp + β2manuf + β3pop + β4wind + β5precip

where n = 20, R2 = 0.4792 and SSR = 5014.321.

ŝo2 = β0 + β1temp + β2manuf + β3pop + β4wind + β5precip

where n = 20, R2 = 0.6335 and SSR = 1289.055.

The third equation includes all cities regardless of their average tem-
perature.

ŝo2 = β0 + β1temp + β2manuf + β3pop + β4wind + β5precip + β6north

where n = 40, R2 = 0.5283 and SSR = 7304.498.

Compute the usual Chow test for testing the null hypothesis that the
regression equations are the same for cities with an average tempera-
ture below 54.8 and for cities with an average temperature above 54.8.
(30 p)

2. A binary response model is given by

P (y = 1 | x1, x2, . . . , xn) = G (β0 + β1x1 + · · ·+ βkxk) ,

see equation[17.2] on page 560. This question concerns the interpreta-
tion of the coefficients βj.

(a) Calculate the partial derivative of P (y = 1 | x1, x2, . . . , xn) with
respect to xj, where we assume that xj is continuous. Analyze
the equation that you get; what sign will the derivative assume if
βj > 0. (10 p)

(b) Let us define a dummy variable for the data material above based
on the variable so2. Define

LowSo2 =

{
1 if so2 < 25
0 otherwise



that is, we consider cities with a low so2. Next, we estimate the
logistic regression model

P (y = 1 | ·) = G (β0 + β1temp+ β2manuf + β3pop+ β4wind+ β5precip) .

This resulted in

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) -2.8368524 0.8761629 -3.238 0.002689 **

temp 0.0482298 0.0120722 3.995 0.000328 ***

manuf -0.0002049 0.0005101 -0.402 0.690476

pop -0.0001186 0.0004366 -0.272 0.787544

wind 0.1331483 0.0513941 2.591 0.014006 *

precip -0.0127349 0.0062563 -2.036 0.049651 *

---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Which variables seem to affect the probability of having low so2?

(10 p)

(c) The average partial effects for the low so2 model was also estimated
using R

Marginal Effects:

dF/dx Std. Err. z P>|z|

temp 0.05119661 0.02806054 1.8245 0.06808 .

manuf -0.00014748 0.00045185 -0.3264 0.74412

pop -0.00012788 0.00039549 -0.3234 0.74643

wind 0.13195843 0.08217819 1.6058 0.10833

precip -0.01387561 0.00960666 -1.4444 0.14863

---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Interpret the average partial effects of temp, wind and precip.
What general conclusion seems our result suggest? (10 p)



3. Assume that
y = β0 + β1x1 + β2x2 + u

is a model that you are interested in estimating. A professor suggested
that you should test the null hypothesis H0 : β1 = β2. Show the pro-
fessor how this can be done by rewriting the model so that an ordinary
t-test can be utilized. (20 p)

4. Consider the simple linear regression y = β0 + β1x + u, where the
assumptions SLR.1 - SLR.5 are assumed to be true. Let the OLS
estimator of β1 be denoted (as usual) by β̂1. Show that

Var
(
β̂1

)
=

σ2∑n
i=1(xi − x)2

(20 p)


