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Sample surveys, ST306G
Examination 2019-12-03, 10.00 - 15.00

Approved aids:
1. Pocket calculator
2. Language dictionary

Separate pages with notes are not allowed.

The exam comprises 9 items, numbered 1 to 9. The maximum number of points is 50. 25 points
will give you at least grade E. To obtain the maximum number of points full and clear motivations
are required unless otherwise stated. You may write in English or Swedish. There are some
pages at the end of the exam with formulae that you may wish to use.

In each of the five questions below one of the items a, b, ¢, d or e is incorrect. Which one? For
each of the questions 1-5, answer with only one letter, a-e. Motivation is not required.
Maximum 10 points.

L.

a) Suppose a population is divided into two strata. If there is a reason to believe that S? < 52
(stratum 1 and 2; see formulas at the end of the exam), then it is often wise to take a
smaller sample in stratum 1 than in stratum 2.

b) Suppose a population consists of one stratum with N; =100 units and another stratum with
N,=50 units. A simple random sample of size 10 is taken from stratum 1 and simple
random sample of size 5 is taken from stratum 2. Then the sample is proportionally
allocated.

c) Suppose a population consists of one stratum with N; =100 units and another stratum with
N,=50 units. A simple random sample of size 10 is taken from stratum 1 and a systematic
sample of size 5 is taken from stratum 2. Then the sample is proportionally allocated.

d) Suppose a population consists of one stratum with 100 units and another stratum with 50
units. A simple random sample of size 10 is taken from the first stratum and another
simple random sample of size 5 is taken from the other stratum. The population variance
in the first stratum is S7 = 100, and in the second stratum it is S = 25. Then the sample
is both proportionally and optimally allocated.

e) A survey may have different questionnaires in different subsets of the population. Then
that would be a reason to stratify by those subsets.

a) There may be only one domain in a survey, and that domain may be a subset of the target
population.



b)

c)

d)

b)
c)

d)

d)

In a survey on unemployment, one domain may be men, and another domain may be a
subset of the first domain, for example, men 20-25 years of age.

Domains in a survey may be overlapping. For example, one domain may be women 20-25
years of age, another one women 22-27 years of age.

It is not incorrect to decide on what domains to estimate for after the data have been
collected.

What domains you are interested in is not relevant when the optimal sample size is
decided on.

One type of nonsampling error is called ‘goodness-of-fit of an estimator’.

One type of nonsampling error is called ‘undercoverage’.

It is more difficult to estimate or assess the size of nonsampling errors than the size of
sampling errors.

If sample is large, the nonsampling errors in social surveys are in general more serious
than the sampling errors.

The nonresponse rate is in general a weak predictor of nonsampling errors.

The sampling design in the following example is one-stage cluster sampling. The frame
consists of all schools in Sweden. First, a simple random sample of schools is selected,
then all teachers in the school are asked to fill out a questionnaire.

There is reason to believe that the sampling design described in a) is in general less
efficient (that is, the variance is larger) than a simple random sample of the same number
of teachers.

The sampling design in the following example is one-stage cluster sampling. The frame
consists of all schools in Sweden. First, a simple random sample of schools is selected,
then all year 9 pupils are asked to fill out a questionnaire. However, in one school the
questionnaires were not handed out, because the teacher failed to read his mail.

The sampling design in the following example is one-stage cluster sampling where only
one cluster is sampled. The seats in a large concert hall are numbered 1-900. It is sold out,
every single seat is occupied. Every 15th visitor is included in a sample, starting with a
random selection of the visitors in seats 1-15, then proceeding with every 15th seat until
seat 900.

The sampling design in the following example is one-stage cluster sampling. To count
blue whales a ship is equipped with a sonar that has the capacity to register a blue whale
located under the ship. The sea where blue whales are to be counted is clearly marked on a
map. A rectangular grid of points is laid out over the map, numbered 1-500. A simple
random sample of 50 of the 500 points is selected. The ship will count the number of blue
whales along a line for 10 kilometres in southern direction, starting from each selected
point.



a) One disadvantage with register-based statistics (relative to a survey) is that the register
may not contain exactly the variables you need.

b) Nonsampling errors in register-based statistics include under- and overcoverage.

¢) In business surveys it is common to draw a random sample (e.g. stratified simple random
sample) among medium-sized and small businesses and make a census among large
businesses.

d) Register-based statistics may suffer from nonresponse, although we usually say ‘missing
values’ rather than ‘nonresponse’ when we talk about registers.

e) Cluster sampling and two-stage sampling are often used in register-based statistics.

6.

The purpose of survey is to estimate the maintenance costs in an archive. There is a cost
associated with each unit in the archive, which consists of a physical archive (one room) and a
digital one. A unit in the digital archive may be, for example, a Word document. One
common maintenance activity is to write or rewrite the description of the file in the digital
archive. The frame consists of one list of all units in the digital archive and another one for the
physical archive. There are 1000 records in each list.

A random sample is selected in the following way. First, a simple random sample of one
record among the first ten records in the list of the physical archive. Then every tenth record
is selected to be included in the sample until the end of the list. The sampling process is
repeated in the same way for the list of the digital archive, including a simple random sample
among the first ten units. Every unit in the sample is inspected manually to assess
maintenance costs. There was no cost for 50% of physical units and no cost for 60% of the
digital units. The costs for the sampled physical and digital units summed to 20 000 kronor
and 500 kronor, respectively.

a) What is this sampling design called? Be as specific as possible.

b) Estimate the total costs.

c) Unbiased variance estimation is impossible in this case, because there is an issue
associated with the second order inclusion probabilities. What issue is this?

d) The costs of another archive is going to be estimated. This archive has also 1000 physical
and 1000 digital units, and the same sampling design with the same total sample size is
going to be employed. However, this time the costs found in the previous survey is going
to be used to improve on precision. Suggest a way to make use of the numbers given in
the text above to (hopefully) increase precision in the coming survey. A good motivation
is required for full points.

Maximum 8 points.



7.

In a survey on how many times a year people travel by air, a simple random sample of 1000
individuals was selected from the population register of a Swedish town. A paper
questionnaire was mailed out. 600 responded. The size of the population eligible for the
survey was 60 000. The target population could be identified in the frame.

Number of Number of Number of Number of men
times an respondents women

individual has

travelled by

airplane

0 500 280 220

1 75 30 45

2+ 25 10 15

Sum 600 320 280

a) What does MCAR, missing completely at random, and MAR, missing completely at
random, mean? Be as specific as possible.

Assume MCAR in b)-e).

b) Using the data above, estimate the proportion of women who have travelled by airplane
and give the standard error for the estimated proportion.

c) Is it fair to say that the data in the table above suggest that women travel by airplane more
often than men do?

d) Estimate the total number of flights in the population. No variance estimation is required.

e) Use the fact that the population contains 60% women and 40% men and re-estimate the
total number of flights in the population. No variance estimation is required.

Maximum 12 points.

8.

The aim of a business survey is to estimate the mean value of new orders. The team
conducting the survey needs a sample size large enough for the confidence interval be +20%
of the population mean. That is, half the total width of the confidence interval should be 20%
of the mean.

To assess the required sample size, calculations will be based on the frame variable number of
employees, as is common in business surveys. Hence, the population parameters in each
stratum given in the table below are based on number of employees in the businesses. Ny, t,
and S? denote the number of businesses, the total number of employees and the variance in
stratum /4. You can ignore the finite sampling correction. The population mean of number of
employees is 1.4, 52 = 9.2 and Y3 _, N;S, = 950.

Note that you may be able to do c) even if you have not done a) or b).



Stratum Ny, th SZ
1 500 150 1

2 125 300 4

3 50 500 16
Sum 675 950

a) The team is not aware of the method of stratification. They intend to draw a simple
random sample from the population, and the estimator will be £, = %Z ies ¥i- What

sample size do they need to meet their requirement?

If you do not know to solve this, assume that their requirement is a confidence interval
width of 1.4, that is, total length 1.4. (It will not give you the full points though, but at
least something.)

You tell them that for this skewed population they should stratify by size. They opt for
the three strata in the table above. What sample size is needed to make

b)

1.96/V(Es, / N) / ¥u = 0.2, where ¥y is the population mean of number of
employees and f;,=YH_; Yies, NHL:‘ Again, to make it convenient, ignore the finite

population correction. Hint: substitute something in the formula for V (£,;,) with
something from optimal allocation.

What are the best stratum sample sizes n;, n, and ns, given the total sample size from
b)? If you have not been able to solve b), assume that n = 50.

c)

Maximum 10 points.
9.

In a project farmers in one country have been encouraged to plant trees at their farm land to
stop erosion. A list of the 1132 farms that took part in the project contains addresses, names of
owners and gps coordinates. The average farm land of those farms is 10.3 hectares (ha).
Although that number is old, we can treat it is as a true value. To estimate the total number of
trees satellite pictures are made use of. A sample of 200 farms was selected with haphazard
sampling that we can view as simple random sampling.

Use three different estimators to compute three estimates of the average number of trees in the
farms that took part in the project. All estimators should be either exactly unbiased or
approximately unbiased. Estimate also the variances of the three estimates. In the SAS output
below, farm land area is denoted by a and number of trees by b. It is part of the exam to
interpret the output.

Simple Statistics
Variable| N Mean| Std Dev Sum | Minimum | Maximum
a 200 9.42196| 2.20366 1884 | 4.07442| 14.83234
b 2001109.44393 | 33.11175| 21889| 14.41703 | 202.03331
c 200| 0.01385| 0.52217(2.77070| -1.30727 1.49859




Pearson Correlation Coefficients, N = 200

a b c
1.00000 0.83264 | 0.13388
0.83264 1.00000 0.11879
0.13388 0.11879 1.00000

Regression Analysis for Dependent Variable b

Data Summary

Number of Observations 200
Sum of Weights 1132.0
Weighted Mean of b 109.44393
Weighted Sum of b 123890.5
Fit Statistics
R-Square 0.6933
Root MSE 18.3838

Denominator DF 199

Tests of Model Effects
Num DF F Value Pr>F
496.39 <.0001
245 0.1194
496.39 <.0001

Effect
Model 1
Intercept |

a 1



Estimated Regression Coefficients

Parameter Estimate Standard t Value Pr> [t|

Error
Intercept -8.4358716 5.39423733  -1.56 0.1194
a 12.5111787 0.56154573  22.28 <.0001
Maximum 10 points.
Formulae
Population
Population of size N: U = {1, .., i, ..., N}
Sample, sizen: s =1{1, .., i, .., n}
Population total of study variable y: t, = ¥ey i
Population mean of study variable y: y;; = %Zieu Vi
Population total of auxiliary variable x: t, = Y,;ey X;
Population variance: S = ﬁZieU(Yi - yu)? (Lohr p. 32)

1 if unit i has the relevant characteristic

A proportion is a special case with y; = {0 otherwise

p. 33).

(compare Lohr

For a proportion P the population variance §2 = P(1 — P) (Lohr p. 38)

Formulas for SRS

. * £ N
Expansion estimator of t,,: £, = — ;e ¥;

Corresponding estimator of yy;: %‘" =y
2 s3
v(t,) =n?(1- 2)2  (lohr(2.16))
For an estimator of V(fy), replace .5‘32, with the following estimator of S)z,:
1 _
sy = — Xies(i —¥)?  (Lohr(2.10) and (2.17))

a t ~
Ratio estimator of t,, : £, = t, ;’5 =t.B (Lohr (4.2))
X

~ 2 1 ~ 2 -~ ~
V(t, q) = N? (1 - %) Sf, where 52 = EZL’ES(YL' — Bx;)" = s + B?sZ — 2Bs,,,



Sxy = ﬁZiEs(Yi - V) (x; — Xs) (Lohr (4.8) and (4.11))

~ A 2 s= N2
It is also ok (even rather better) to use V (f,4;) = N2 (1 - %)sf(x,—") . (Lohr (4.10) and (4.11))
S

Regression estimator of t,,: £, = N (375 + B, (x%y — JES)),

Vies(*i~%s)(Vi—Fs)

Yies(xi—%s)?

where B; = (Lohr (4.15))

V (freg) =~ N2 (1-2) 2 (1 - RY),

Sxy
where R =
5,S.

x3y

is the finite population correlation coefficient. (Lohr (4.18))

A variance estimator is obtained by replacing the population quantities 532, and R with sample
quantities. (Lohr (4.20))

-~ rn 2
Alternative, equivalent, variance estimator: V(treg) =N? (1 — %) S;",

where 52 = ﬁZiEs(yi -B,- Elxi)z, B, =y, — B,x, (Lohrp.138-139)

Domain estimation in SRS

1 if unit i belongs to the domain

Letw; = y;x; withx; = {0 otherwise

(Lohr p. 134)
The part of the sample that falls in domain d is denoted by s; and the number of units in s is
denoted by ng,.

Estimation of the mean of study variable in domain d: y; = %
5

Sea Ny _ (1 _ M) 5% 2 _ Ziesyi—¥a)?
V(@) = (1 N) g’ where 55,4 = = (compare Lohr (4.13))

Estimation of the total of study variable in domain d, t4, two cases:

1. If the population size of the domain, N, is known: £; = Ny¥; (Lohr p. 135)
-~ A 2
2. Ny isunknown: £; = N, where iig = %ZiEsui. V(ty) = N? (1 - %) S;“, where s? =

1 p—
— Ties(us — )

Sample size estimation, SRS

We want this precision: P(|ys — ¥y| < €) = 0.95. Then, with the approximation fpc =1,n =

1.9625%
ez

(compare Lohr (2.25))

Stratification and poststratification
The population is divided into nonoverlapping groups that will exhaust the population fully. | prefer
subscript g as a generic notation of the number of one poststratum and subscript h for a generic



notation of the number of one stratum. For example, the sample and total in stratum h is denoted by
Sp and ty, respectively. Lohr uses subscript h for both kinds of population subsets.

For stratified simple random sampling the population mean y, is estimated as

_ Nnyi .
Ystr = Zh 12165,1 a2 = %le-zl=1 ty (Lohr (3.1) and (3.2))

np

and the variance as

N np\ s2
PGser) = Ehter 3 (1 - 22) 5 (Lobr (3.5)
With stratified simple random sampling with proportional allocation, that is, the sample size in each
stratum hisny, = n— the variance of the estimate ¥V (¥,) = (1 - —) >H_  Nus? (Lohr p. 86)
Optimal allocation, equal costs: 1, = 1 —ptoh— (Lohr (3.14))
P 3 CTh T T EE N sk )

For simple random sampling followed by poststratification, if the sample sizes in poststrata are

Ng . . .
ng =n--, the variance estimator is the same:

v r— 1
V(Ypost) =wn (1 - %) Zg=1 Ngsgz (Lohr (4.22))

For general poststratum sample sizes a variance estimator corresponding to the formula above
marked as Lohr (3.5) can be used:

(= _ve N ng\ s
V(ypost) - Zg:lF (1 - ;g') ;;
Poststratification estimator of the mean, SRS, general poststratum sample sizes:

Ngyi
Ng

— _ 1 g _1gg a
.Vpost - ﬁZg=1 ZiEsg - ﬁZg=1 tg

One-stage cluster sampling, unequal cluster sizes
N and n: number of clusters in the population and in the sample, respectively.

M; and My: number of units in cluster i and in the population, respectively.

t; = 27;1 Yij is the total of y;; in cluster i (y;; is the value of the study variable for unit j in cluster i).

t; = t; because in one-stage cluster sampling, all units in the clustered are sampled.
. . .2 _N _N M;
Unbiased estimator of t;: £,,,;, = ;Zm t; = ;ZiES X;21¥i; (Lohrp. 169)

Corresponding estimator of j;: § = tl’:’""
0

(M, must be known)

PP N2 n\ s? 1 2 fun 2
73 = M_g(l - N)?t’ where s? = EZiES (ti - N") {Lohr (5.13) and p. 170)

Eu ZLES tl

Ratio estimator of J;: J,qr = o = Ten
[ tes L



N/ ni? n-1

PPN 1 ies{ti=VratMi 2 — 1
V(yrat) = (1 - n)_M' where M = ;ZiEs M;

Horvitz-Thompson estimator
General sampling design, inclusion probability m;

Unbiased estimator of t,,: £ = ZiEs% (Lohr (6.19))
l

Response rate

(6)
(9)+34Y

number of sample units that are established to be in scope (i.e. belong to target population) and (3A)
is the number of unresolved sample units that are believed to be in scope.

Response rate computed as where (6) is number of sample units that responds, (4) is

Weighting class estimator

is the

2 Ne — i . — . Liescp Vi
twe = NZE=1;°ch, where C is number of classes, n. is sample size in class ¢, Y.z = %

mean of the respondents in class ¢. (Lohr page 341)

Poststratified estimator to adjust for nonresponse
fpost = Zg=1 Ng¥4r, where G is number of poststrata, N is the population size in poststratum g,

. Liesgg¥i
Ygr =

— is the mean of the respondents in poststratum g. (Lohr page 342)
gR

10
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